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ABSTRACT
We construct radial fundamental solutions for the differential form Laplacian on negatively curved symmetric spaces. At least, one of these
Green’s functions also yields a Biot-Savart operator, i.e., a right inverse of the exterior differential on closed forms with image in the kernel of
the codifferential. Any Biot-Savart operator gives rise to a Gauss linking integral.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5109244

I. INTRODUCTION
The purpose of this paper is to extend the well-known radial analysis of the scalar Laplace operator on the Euclidean space Rm to the

differential form Laplacian on negatively curved symmetric spaces. In more detail, in Rm, by rotational symmetry, Poisson’s equation reduces
to an ordinary differential equation. For this reduction, the key notion is that of a radial kernel function. For example, the electrostatic potential
ϕ caused by a charge distribution ρ must satisfy the Poisson equation,

Δϕ = ρ. (1)

If ρ has compact support, then there is a radial solution,

ϕ(x) = [Qρ](x) = ∫R3

ρ(y)
4π∥x − y∥

d3y.

Thus, the scalar Laplacian Δ has a right inverse Q with integral kernel q(x, y) = A(d(x, y)) depending on the distance only, and Poisson’s
equation becomes equivalent to the ordinary differential equation,

A″(t) +
2
t

A′(t) = 0 with A(t) ∼
−1

tvol S2 as t → 0, (2)

which has the solution A(t) = −1
4πt . This generalizes to harmonic spaces, i.e., Riemannian manifolds whose distance spheres have constant mean

curvature. All negatively curved symmetric spaces are harmonic (see Sec. II C).
We will extend this construction of a fundamental solution to the differential form Laplace operator to negatively curved symmetric

spaces X. For a given compactly supported l-form, ω ∈ Ωl
c(X), we look for a solution μ ∈ Ωl(X) of Δμ = ω in the form

μx = [Qω]x = ∫
X

qx,yωy dy. (3)

J. Math. Phys. 60, 111503 (2019); doi: 10.1063/1.5109244 60, 111503-1

Published under license by AIP Publishing

https://scitation.org/journal/jmp
https://doi.org/10.1063/1.5109244
https://www.scitation.org/action/showCitFormats?type=show&doi=10.1063/1.5109244
https://crossmark.crossref.org/dialog/?doi=10.1063/1.5109244&domain=pdf&date_stamp=2019-November-4
https://doi.org/10.1063/1.5109244
mailto:stefan.bechtluft-sachs@mu.ie
mailto:samiou@ucy.ac.cy
https://doi.org/10.1063/1.5109244


Journal of
Mathematical Physics ARTICLE scitation.org/journal/jmp

The difficulty here is that the kernel function q of the integral operator Q in (3) consists of maps qx,y : ΛlT∗y X → ΛlT∗x X relating different
fibers of the bundle ΛlT∗X of alternating forms, i.e., in general different vector spaces. To reduce the partial differential equation for the
integral kernel q in (3) to an ordinary differential equation and fully exploit the two point symmetry of X, we need a reference map. In this
paper, we will use the parallel transport, i.e., we will compare qx,y with the parallel transport along the unique geodesic from y to x. Our
main Theorem 1 contains the radial equation (22), in “parallel transport form,” in the terminology of Refs. 5 and 6, for the differential form
Laplacian. Radial Green’s functions for the Laplacian on differential forms exist and are determined by solutions of a matrix valued ordinary
differential equation resembling (2) with the factor 1

t replaced by the mean curvature of the distance spheres and a more involved right hand
side reflecting the more complicated curvature of X.

Hodge theory provides a close link between Green’s functions for the differential form Laplacian, Biot-Savart operators, and Gauss
linking integrals on compact Riemannian manifolds. In the noncompact case, this no longer holds. Nonetheless, in Theorem 3, we show
that there is choice of a solution A of the radial equation (22) so that the right inverse QA of Δ corresponding to A gives a Biot-Savart
operator with radial kernel. In Theorem 4, this leads to a Gauss integral formula for the linking number in negatively curved symmetric
spaces.

For 3-dimensional space forms, Refs. 3, 5, and 6 obtained explicit formulas for the differential form Green’s function, the Biot-Savart
operator, and Gauss linking integrals by more direct means. The expressions of q in terms of elementary functions are quite intricate, already
in this case. In Sec. III B, we derive the explicit radial equation for the Green’s function in hyperbolic space and compare it with the result of
Ref. 5.

While the the Biot-Savart operator solves the Cartan differential and the codifferential simultaneously, a Gauss intergral for the linking
number can be obtained by solving the differential only. In space forms, the linking number can also be expressed as a mapping degree. The
resulting explicit formulas are given in Ref. 7 and also in Ref. 11.

II. PRELIMINARIES
We recall some fundamental facts for the Laplace operator on differential forms and its inversion in Rm by means of the Newton poten-

tials. Then, we discuss the consequences of fixing an axis in a rank one symmetric space, in particular the reduction of equivariant kernel
functions to functions on R+.

For the Laplace operator on forms, we refer to Refs. 1 and 12. For symmetric spaces, see Refs. 9, 10, and 14.

A. The Weitzenböck formula
The Laplace operator on differential forms on a Riemannian manifold Xm is defined by

Δω = (dd∗ + d∗d)ω,

where d : Ωk(X)→ Ωk+1(X) denotes the exterior differential and d∗ its adjoint. In terms of an orthonormal basis e1, . . . , em of TpX, these are
given by

dω = eμ ∧∇eμ ω, d∗ω = −eμ¬∇eμ ω, (4)

where ∇ is the Levi-Civita connection and for α ∈ Ωl(X),

eμ ∧ α(x0, x1, . . . , xl) =
l

∑
j=0

(−1)j
⟨eμ∣xj⟩α(x0, x1, . . . , x̂j, . . . , xl),

eμ¬α(x1, . . . , xl−1) = α(eμ, x1, . . . , xl−1).

By the Weitzenböck formula,

Δ = ∇∗∇+R ∗, (5)

where

∇
∗
∇ω = −trace(∇2ω)

and

R ∗
= −

m

∑
μ,ν=1

eμ ∧ eν¬Reμ ,eν .
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Thus, if ω ∈ Ωl+1(X), then R ∗ω = ω ○R with

R (v0 ∧ . . . ∧ vl) =
l

∑
i=0

v0 ∧ . . . ∧ Ric vi
i

∧ . . . ∧ vl + ∑
0≤j<i≤l

m

∑
ν=1

v0 ∧ . . . ∧ Rvi ,vj eν
j

∧ . . . ∧ eν
i
. . . ∧ vl.

In low degrees 0, 1, and 2, this becomes

l + 1 = 0 : R = 0,

l + 1 = 1 : R (v) = ∑
ν

Rv,eν eν = Ric (v),

l + 1 = 2 : R (v ∧ w) = Ric (v) ∧ w + v ∧ Ric (w) +∑
ν

Rw,veν ∧ eν.

B. The Newton potential for differential forms on Rm

On Rm, the Laplace operator on forms takes a simple form. For 0 ≤ l ≤ m, a l-form can be written as

α = ∑
1≤i1≤⋅⋅⋅≤il≤m

ai1 ,⋅ ⋅ ⋅il dxi1 ∧ dxi2 ∧ . . . ∧ dxil ,

with ai1 ,⋅ ⋅ ⋅il ∈ C∞(Rm), where the xi denote the standard coordinates. A straightforward calculation shows that the Laplace operator acts
componentwise,

Δα = ∑
1≤i1≤⋅⋅⋅≤il≤m

(Δai1 ,⋅ ⋅ ⋅il )dxi1 ∧ dxi2 ∧ . . . ∧ dxil .

The Newton potentials are a Green’s function for the Laplacian on functions. They are defined by

N(x, y) ∶=

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

1
(m − 2)∥x − y∥m−2vol Sm−1

if m ≠ 2

− log(∥x − y∥)
2π

if m = 2.

(6)

If ω ∈ Ωl(Rm) is a differential l-form on Rm of compact support, then

Δx∫Rm
N(x, y)ωy dmy = ω.

If ω is closed then a solution α to the Cartan equation dα = ω on Rm is given by

αx = d∗x∫Rm
N(x, y)ωy dmy = ∫Rm

(x − y)¬ωy

vol Sm−1∥x − y∥m dmy. (7)

In the case m = 3, this is the Biot-Savart formula for the magnetic field α caused by a stationary current ω.

C. Harmonic spaces
Harmonic spaces are Riemannian manifolds whose volume form in normal coordinates is a function of the distance from the origin.

This is equivalent to all distance spheres of radius t having constant mean curvature h(t), a function of the radius only. A consequence
is that the scalar Laplace operator has a Green’s function q(x, y), which is a radial kernel function in the sense of Ref. 15, i.e., there is a
function A so that q(x, y) = A(d(x, y). Rank one symmetric spaces are harmonic. The converse, the famous Lichnerowicz conjecture,13 was
proved by Szabo15 for compact spaces. There are, however, noncompact, nonsymmetric harmonic Riemannian manifolds (Damek and Ricci
spaces4).

Let h(t) be the mean curvature of the spheres of radius t in a m-dimensional harmonic space X, m > 2, and let A : R+
→ R solve the

ordinary differential equation,

A″(t) + h(t)A′(t) = 0 with A(t) ∼
1

(m − 2)tm−2vol Sm−1 as t → 0. (8)
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Then, the integral operator Q defined by

[Qρ](x) = ∫
X

A(d(x, y))ρ(y) dy (9)

for compactly supported functions ρ on X is a right inverse of the scalar Laplacian, i.e., ΔQρ = ρ. In (9) and in the sequel, integration over X is
always with respect to the Riemannian volume.

D. Negatively curved symmetric spaces
Negatively curved symmetric spaces are exactly the noncompact rank one symmetric spaces. These are two point homogeneous, i.e., the

isometry group acts transitively on equidistant pairs. In particular, these spaces are harmonic.
Let X be a rank one symmetric space of dimension m = n + 1. We fix a point p ∈ X and a unit tangent vector T(p) ∈ STpX. Let G be the

group of isometries of X, and let K = Gp be the isotropy group at p. Let H = Gp,T ⊂ K be the isotropy group of the vector T,

H = {g ∈ G∣gp = p and dgT = T}.

We will identify the Lie algebra g of G with that of the Killing fields of X. The Lie algebras of K and H correspond to spaces of Killing fields,

k = {k ∈ g∣k(p) = 0},
h = {h ∈ k∣∇Th(p) = 0} = {h ∈ k∣[T, h] = 0},

where we have identified T with its extension to a Killing field in

m = {m ∈ g∣∇m(p) = 0}.

The scalar product on m will be so that the isomorphism

m→ TpX, m↦ m(p)

is isometric. Let m0 be the orthogonal complement of T in m. Since X is symmetric of rank one, the map

k ↪ so(m) ↠ m0,
k ↦ adk ↦ [T, k] (10)

is surjective and has kernel h. If X is not flat, i.e., not a Euclidean space, then

k0 ∶= [T,m0]

is a complement to h in k. In case X = Rn, we let k0 be the set of infinitesimal generators of rotations in planes containing T. In any case, we
obtain splittings of g, invariant under AdK , respectively, AdH ,

g = k⊕m = h⊕ k0
²
=k

⊕ ⟨T⟩ ⊕m0
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=m≅TpX

, (11)

and an isomorphism

k0 → m0, k↦ [T, k].

Below, we list k, h and the decomposition of m into irreducible H-modules for the rank one symmetric spaces.

X k h m = ⟨T⟩ ⊕m0

R n , Sn , Hn so(n) so(n − 1) ⟨T⟩ ⊕ R n−1

C Pn ,C Hn u(n) u(n − 1) ⟨T⟩ ⊕ ⟨iT⟩ ⊕ C n−1

H Pn ,H Hn sp(1)⊕ sp(n) sp(1)⊕ sp(n − 1) ⟨T⟩ ⊕ ⟨iT, jT, kT⟩ ⊕Hn−1

O P2 ,O H2 so(9) = spin(9) so(7) = spin(7) ⟨T⟩ ⊕ R 7
⊕O
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Because of the Jacobi identity, the operator J : m→ m, J(m) = [T, [T, m]] is symmetric. In fact, for n, m ∈ m, we have

⟨[T, [T, m]]∣n⟩ = −⟨T∣[n, [T, m]]⟩
= −⟨T∣[[n, T], m]⟩ − ⟨T∣[T, [n, m]]⟩

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=0

= −⟨T∣[m, [T, n]]⟩,

because [m,m] ⊂ k and adk ∈ so(m) for all k ∈ k.
The geodesic γ with γ(0) = p and γ′(0) = T coincides with the one parameter orbit generated by T, i.e., γ(t) = etTp and T is the generator

of the one parameter group of translations along γ. At the point p, the operator J coincides with the Jacobi operator along the geodesic, i.e.,
Jm(p) = RT,mT(p). In the usual normalization of the metric on X, it has eigenvalues 0 if X = Rm, −1,−4 if X is of compact type, and 1, 4 if X is
of noncompact type.

Lemma 1. Let m ∈ m be an eigenvector of J, Jm = [T, [T, m]] = λ2m with λ ≠ 0. Let k = 1
λ2 [T, m] ∈ k. Then,

∇Tk(p) = m(p), (12)

[T, k] = m and [m, k] = −T. (13)

In particular, adk : x ↦ [x, k] preserves the plane spanned by T and m.

Proof. The first equation in (13) holds by assumption, and since [T, k] = ∇Tk −∇kT and k(p) = 0, this implies (12).
It suffices to show the second equation at the point p since both sides are Killing fields in m. On the unit sphere Sm ⊂ m, con-

sider the function Sm→ R, x ↦ ⟨[m, [x, m]]∣x⟩ = ⟨Rx,mm∣x⟩. At x = T, this takes an extreme value; hence, T is critical. It follows that
⟨[m, [T, m]]∣x⟩ = 0, whenever x �T; hence, [m, [T, m]] = λ2T.

Notation 2. We fix an orthonormal basis {mi∣i = 1 . . .n} of m0 consisting of eigenvectors of J, i.e., so that Jmi = λ2
i mi (i.e., RT,mi T = λ2

i mi).
If X is not flat, we let ki =

1
λ2

i
[T, mi] ∈ k0. If X = Rm, we let ki be the generator of the rotation in the plane spanned by T and mi. In all cases, we

have a basis {ki∣i = 1 . . .n} of k0 so that (12) and (13) hold.

For x, y ∈ X, we denote by Px,y : TyX → TxX the parallel transport from y to x along the minimizing geodesic. Thus, Pp,γ(t) denotes the
parallel transport along γ from γ(t) to p = γ(0). Since X is symmetric, the Jacobi operator V ↦ RTV T along γ commutes with the parallel
transport along γ, i.e.,

RT,Pγ(t),pvT = Pγ(t),pRTV T = Pγ(t),pJV

for V ∈ TpX. The Killing fields k ∈ k are Jacobi fields along the geodesic γ satisfying the second order differential equation

∇T∇Tk(γ(t)) = RT,k(γ(t))T = Pγ(t),pJPp,γ(t)k.

If m(p) = ∇Tk(p) is an eigenvector of J corresponding to the eigenvalue λ2, λ ∈ iR or λ ∈ R, then

k(γ(t)) = Pγ(t),p
sinh(λt)

λ
m(p) and ∇Tk(γ(t)) = m(γ(t)) = Pγ(t),p cosh(λt)m(p). (14)

From these formulas, we immediately compute the volume σ(t) of the geodesic sphere of radius t and its mean curvature h(t),

σ(t) = vol (Sn)
n

∏
i=1

sinh(λit)
λi

= tn
(vol (Sn) +

t2

6

n

∑
i=1

λ2
i + ⋅ ⋅ ⋅ ),

h(t) =
σ′(t)
σ(t)

=
n

∑
i=1

λi cosh(λit)
sinh(λit)

=
n
t

+
t
3

n

∑
i=1

λ2
i + ⋅ ⋅ ⋅ .

(15)

We will need to compute ∇kk′ for basis vectors k, k′ ∈ k0 along γ.
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Lemma 3. Let m, m′ ∈ m0 be elements of the basis chosen in 2, with corresponding k, k′ ∈ k0 and eigenvalues λ, λ′. Then,

∇mk′(γ(t)) = cosh(λt) cosh(λ′t)Pγ(t),padk′ (m)(p).

In particular,

∇uk(γ(t)) = cosh(λt)Pγ(t),padkPp,γ(t)u (16)

for every u ∈ Tγ(t)X and

∇kk = −
1
λ

sinh(λt) cosh(λt)T. (17)

Proof. Killing fields X in a Riemannian manifold satisfy the differential equation

RA,XB = ∇2
A,BX

for any vector fields A, B. For u, v, w ∈ m, we also have

Rv,wu(p) = [u, [v, w]](p)

(see Ref. 9, for example). By (14) and since R is parallel,

RT,k′m(γ(t)) = RT,Pγ(t),pm′(p) sinh(λ′ t)
λ′

Pγ(t),pm(p) cosh(λt)

=
sinh(λ′t) cosh(λt)

λ′
Pγ(t),pRT,m′m(p)

=
sinh(λ′t) cosh(λt)

λ′
Pγ(t),p[m, [T, m′]](p)

= λ′ sinh(λ′t) cosh(λt)Pγ(t),p[m, k′](p)

= λ′ sinh(λ′t) cosh(λt)Pγ(t),p∇mk′(p).

On the other hand, by the differential equation for Killing fields, we can compute the same as

RT,k′m(γ(t)) = ∇2
T,mk′(γ(t))

= ∇T∇mk′(γ(t)) −∇∇T mk′(γ(t))

= ∇T∇mk′(γ(t)) −
λ sinh(λt)
cosh(λt)

∇mk′(γ(t)).

Thus, ∇mk′(γ(t)) satisfies the differential equation

λ′ sinh(λ′t) cosh(λt)Pγ(t),p∇mk′(p) = ∇T∇mk′(γ(t)) −
λ sinh(λt)
cosh(λt)

∇mk′(γ(t)),

which has the unique solution

∇mk′(γ(t)) = cosh(λt) cosh(λ′t)Pγ(t),p∇mk′(p).

E. Equivariant Kernel functions
Let

Q : Ωl(X)→ Ωk(X)

be an integral operator, i.e.,

(Qω)x = ∫
X

q̂x,yωydy,
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where q̂ is a section in the exterior homomorphism bundle,

Hom(ΛlTX∗, ΛkTX∗)→ X × X,

i.e., q̂x,y ∈ Hom(ΛlTxX∗, ΛkTyX∗) ≅ Hom(ΛkTyX, Λl
xTX). We can rewrite q̂ in the form q̂ω = ω ○ q with some section,

q ∈ ΓHom(ΛkTX, ΛlTX),

hence,

(Qω)x = ∫
X

ωy ○ qy,xdy.

The operator Q is G-equivariant if and only if

qy,x = g−1qgy,gxg (18)

for all x, y ∈ X, g ∈ G. Rank one symmetric spaces are two point homogeneous. We can, therefore, map any pair x, y ∈ X to the geodesic γ by
an isometry g of X so that

gy = p = γ(0), gx = γ(t),

where t = d(x, y) ∈ R+
0 is the distance of the two points. The parallel transport satisfies the same equivariance (18) as q. We can, therefore,

rewrite q = qA in the form

qA
y,x = g−1qA

γ(0),γ(t)g = g−1A(t)Pγ(0),γ(t)g (19)

with a function
A : R+

→ HomH(ΛkTγ(0)X, ΛlTγ(0)X) = HomH(Λk
m, Λl

m). (20)

This establishes a one to one correspondence between equivariant kernel functions, respectively, equivariant integral operators on one side
and functions on R+ taking values in HomH(Λkm, Λlm) on the other,

(ΓHom(ΛkTX, ΛlTX)∣X×X/ΔX)
G
↔ C∞(R+, HomH(Λk

m, Λl
m)),

qA
↔ A.

In the case l = k = 0, this is the bijection between radial kernel functions (see Ref. 15) and functions on the positive real line.

III. A RIGHT INVERSE FOR THE LAPLACE OPERATOR ON FORMS
In this section, we will construct an equivariant integral operator inverting the Laplacian. Thus, for ω ∈ Ωl(X) of compact support, we

look for a solution μ ∈ Ωl(X) of
ω = Δμ

in the form

μx = ∫
X

ωy ○ qA
y,xdy (21)

with an integral kernel determined by a function A ∈ C∞(R+, HomH(Λlm, Λlm)) as in (19).

Theorem 1. Let {k1, . . . , kn} ⊂ k0 be the basis of 2. Let h(t) be the mean curvature of the geodesic sphere in X of radius t. If A ∈
C∞(R+, HomH(Λlm, Λlm)) is a solution of the ordinary second order differential equation,

A″(t) + h(t)A′(t) = A(t)R −
n

∑
i=1

ad2
ki

A(t) − 2 cosh(λit)adki A(t)adki + cosh (λit)2A(t)ad2
ki

sinh (λit)2/λ2
i

(22)

with initial condition

A(t) =
t1−n

(n − 1)vol Sn (1 + o(1)) as t → 0, (23)
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then qA as given in (19) is a Green’s function for the Laplacian. Thus, for any ω ∈ Ωl(X) with compact support, we have

Δx∫
X

ωy ○ qA
y,xdy = ωx.

Note that the initial condition (23) on A is so that ωp ○ qA
p,x is asymptotic to the Newton potential (6) in normal coordinates around p.

Proof. We will show that if A satisfies (22) and (23), then Δx(ωy ○ qA
y,x) = δyωy for all y and ωy ∈ ΛlTyX∗, i.e.,

∫
X
⟨Δxαx ωy ○ qA

y,x⟩dx = ⟨αy ωy⟩ (24)

for all α ∈ Ωl(X) with compact support. By homogeneity, it suffices to do this for y = p and x = γ(t) for some t ∈ R+
0 . To this end, let ωp ∈

Λlm∗ = ΛlTpX∗ and consider μ ∈ Ωl(X) given by

μeskγ(t)(v1 ∧ . . . ∧ vl) = ωp(eskA(t)Pp,γ(t)e
−sk(v1 ∧ . . . ∧ vl))

for k ∈ k, s ∈ R, t ∈ R+
0 , and vi ∈ Teskγ(t)X. Thus, μ is the composition

μeskγ(t) = ωp ○ qA
p,eskγ(t) = ωp ○ esk

○ qA
p,γ(t)e

−sk

= ωp ○ eskA(t)Pp,γ(t)e
−sk. (25)

We now compute Δμ at γ(t). From the Weitzenböck formula (5),

Δμ(γ(t)) = (−∇2
T,Tμ −

n

∑
i=1

1
∥ki∥

2∇
2
ki ,ki

μ+R ∗μ)(γ(t))

= −ωp ○ A″(t)Pp,γ(t) + μ ○R (γ(t)) −
n

∑
i=1

1
∥ki∥

2∇ki∇ki μ(γ(t)) +
n

∑
i=1

1
∥ki∥

2∇∇ki ki μ(γ(t)).

By (17),
n

∑
i=1

1
∥ki∥

2∇ki ki(γ(t)) = −h(t)T(γ(t)),

hence,

Δμ(γ(t)) = −ωp ○ (A″(t) + h(t)A′(t)) ○ Pp,γ(t) + (−
n

∑
i=1

1
∥ki∥

2∇ki∇ki μ + μ ○R )(γ(t)).

In order to compute ∇k∇kμ for k = ki ∈ k0, we differentiate (25) for s,

D
ds
∣
s=0
(eskA(t)) =

d
ds
∣
s=0
(eskA(t)) = adkA.

For the calculation of D
ds ∣s=0

Pp,γ(t)e−sk, let u = d
dr ∣r=0

u(r) ∈ Tγ(t)X. Then,

(
D
ds
∣
s=0

Pp,γ(t)e
−sk
)u =

D
ds
∣
s=0

d
dr
∣
r=0

Pp,γ(t)e
−sku(r)

=
D
dr
∣
r=0

d
ds
∣
s=0

Pp,γ(t)e
−sku(r)

= −Pp,γ(t)∇uk
= − cosh(λt)adkPp,γ(t)u
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by (16). Hence,
∇kμ(γ(t)) = ωp ○ (adkA(t) − cosh(λt)A(t)adk) ○ Pp,γ(t).

Differentiating again in the same way, we get
∇k∇kμ(γ(t)) = ωp ○ Z2

t,k(A(t)) ○ Pp,γ(t),

where Zt,k(A(t)) = adkA(t) − cosh(λt)A(t)adk. Thus,

Δμ(γ(t)) = −ωp ○
⎛

⎝
A″(t) + h(t)A′(t) +

n

∑
i=1

Z2
t,ki

(A(t))
sinh (λit)2/λ2

i
− A(t)R

⎞

⎠
○ Pp,γ(t).

Therefore,
Δx(ωy ○ qA

y,x) = 0

holds for all x = γ(t) ≠ y = p = γ(0) and, by equivariance, for all x, y, x ≠ y, provided that A solves (22).
For the proof of (24), let α ∈ Ωl

c(X) be a l-form of compact support. For ρ > 0, let ϕ ∈ C∞(X) be a bump function such that

ϕ(x) = {
1 if x ∈ Bρ/2(p)

0 if x ∉ Bρ(p)

and ∣dϕ∣ < 10/ρ. Then,

∫
X
⟨Δxαx∣ωp ○ qA

p,x⟩dx = ∫
X
⟨Δx(ϕα)x∣ωp ○ qA

p,x⟩dx + ∫
X
⟨Δx((1 − ϕ)α)x∣ωp ○ qA

p,x⟩dx. (26)

The right summand becomes

∫
X/Bρ/2(p)

⟨Δx((1 − ϕ)α)x∣ωp ○ qA
p,x⟩dx = ∫

X/Bρ/2(p)
⟨((1 − ϕ)α)x∣Δx(ωp ○ qA

p,x)⟩dx = 0

by what we proved above. For the left summand, we compare the Laplace operator of X with the Euclidean Laplace operator Δ0 in normal
coordinates near p and then use that ωp ○ qA

p,x asymptotically coincides with N, which in turn is a fundamental solution to the Euclidean
Laplace operator.

To this end, let ei =
∂
∂xi

, i = 1 . . . d = n + 1, be the coordinate vector fields of normal coordinates near p. The Riemannian connection ∇
of X near p is then of the form ∇v = v + Γv with a local one form Γ with values in the endomorphism bundle of TX. Since the coordinates are
normal, we have Γv(p) = 0 for all v ∈ TpX. For the second covariant derivative, we compute

∇
2
v,v = ∇v∇w −∇∇vw = (Dv + Γv)(Dw + Γw) −DΓvw − ΓΓvw

= D2
v,w + ΓvDw + ΓwDv −DΓvw + (DvΓw) + ΓvΓw − ΓΓvw.

Thus, for any α ∈ Ωl(X), we have
∇

2α = D2α + FDα + Hα

with tensor fields F and H and F(0) = 0. By the Weitzenböck formula, we also have such a formula for the Laplacians, i.e.,

Δα = Δ0α + FDα + Hα

with F(p) = 0. In the sequel for x ∈ Bρ(p), we will write r = r(x) = d(x, p). By our assumption, we have

ωp ○ qA
p,x = Nωp + R

with some R ∈ Ωl(X) of order R ∼ r2−n.
The left summand in (26) equals

= ∫
Bρ(p)
⟨Δx(ϕα)x∣ωp ○ qA

p,x⟩dx. (27)

J. Math. Phys. 60, 111503 (2019); doi: 10.1063/1.5109244 60, 111503-9

Published under license by AIP Publishing

https://scitation.org/journal/jmp


Journal of
Mathematical Physics ARTICLE scitation.org/journal/jmp

We will denote by dx the volume form of the Riemannian metric from X and by dx0 the Euclidean volume form on Bρ(p) induced by the
normal coordinates. If g denotes the metric tensor expressed in the normal coordinates, then

dx =
√

det g dx0
∼ dx0

because detg(p) = 1. The integral (27) becomes

= ∫

Bρ(p)

⟨Δ0
x(ϕα)x + F(x)D(ϕα)x + H(x)(ϕα)x∣Nωp + R⟩dx

= ∫

Bρ(p)

⟨Δ0
x(ϕα)x
´¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¶

ρ−2

+ F(x)D(ϕα)x
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

ρ× 1
ρ=ρ0

+ H(x)(ϕα)x
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

ρ0

∣Nωp
±

ρ1−n

+ R
®
ρ2−n

⟩
√

det g
´¹¹¹¹¹¹¹¸¹¹¹¹¹¹¶

1

dx0.

In the limit ρ→ 0, the terms involving F, H, and R vanish, and thus for the integral (27), we finally get

= ∫
X
⟨Δxαx∣ωp ○ qA

p,x⟩dx

= lim
ρ→0 ∫Bρ(p)

⟨Δ0
x(ϕα)x∣Nωp⟩dx0

= lim
ρ→0
⟨ϕ(p)αp∣ωp⟩ = ⟨αp∣ωp⟩,

since N is a fundamental solution for the Euclidean Laplacian.

A. Existence of a solution
A solution A of Eq. (22) in Theorem 1 always exists. To see this, we rewrite the differential Eq. (22) in the form

(σA′)′ =W(σA),

where WA denotes the right hand side of (22). Substituting

z =
σA
t

and y = σA′,

this becomes

z′ = −
z
t

+
σA′

t
+

σ′A
t
=

1
t
(y + (th − 1)z),

y′ =WσA = tWz.

From (15) and (22), we can write h and W in the form

h(t) =
n
t

+ th0(t) and W(t) =
W−2

t2 + W0(t)

with even analytic functions h0 and W0. We thus have the regular singular first order differential equation,

(
z
y)
′

=
1
t
(

th(t) − 1 1
t2W(t) 0

)(
z
y)

= (
1
t
(

n − 1 1
W−2 0) + t( h0(t) 0

W0(t) 0))(
z
y).

We now substitute t = e−s, Y(s) = (z, y)(e−s), and Y ′ = −e−s(z, y)′(e−s) to transform this into

Y ′(s) = (−(n − 1 1
W−2 0) − e−2s

(
h0(e−s) 0
W0(e−s) 0))Y(s). (28)
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Since W−2 is Hermitian and nonnegative, we may assume that W−2 is a diagonal matrix with nonnegative eigenvalues wi,

i = 1, . . . , dim HomH(Λlm, Λlm). We can, therefore, diagonalize the matrix (n − 1 1
W−2 0) with (2 × 2)-blocks of the form (n − 1 1

wi 0). Since

the wi are nonnegative, these blocks have 2 different eigenvalues. It follows that they all can be diagonalized.
Therefore, Eq. (28) satisfies the conditions of the Levinson theorem for asymptotic constant (diagonalizable) coefficient systems.

Theorem 2 (Theorem 1.8.1 in Ref. 8). Let C be a diagonalizable m ×m matrix and R(s) a matrix valued function, s ∈ R. Assume that

∫

∞

a
∥R(s)∥ds < ∞ (29)

for all a ∈ R. If {uk∣1 ≤ k ≤ m} are linearly independent eigenvectors of C corresponding to the eigenvalues λk, 1 ≤ k ≤ m, then the differential
equation

Y ′(s) = (C + R(s))Y(s) (30)

has solutions with the asymptotic form,
Yk(s) = (uk + o(1))eλks as s→∞.

In particular, for the eigenvalue 0 of C = ( n − 1 1
−W−2 0), we get a solution Y(s) =

⎛

⎝

−1
n − 1

id
id

⎞

⎠
+ o(1) for (28), which corresponds to a solution

A for (22) with

σ(t)A′(t) = id + o(1),
σ(t)A(t)

t
=

−id
n − 1

+ o(1).

Hence, because σ(t) = tn(volSn + o(1)),

A(t) =
−t

(n − 1)σ(t)
(id + o(1)) =

−t1−n

(n − 1)vol Sn (id + o(1))

as t → 0.
The operators d, d∗, and Δ preserve this class of kernels. For later reference, we note their action on the corresponding radial

function A.

Lemma 4. Let A ∈ C∞(R+, HomH(Λkm, Λlm)) and QA be the integral operator with kernel qA, i.e.,

(QAω)x = ∫
X

ωy ○ qA
y,xdy

for ω ∈ Ωl(X). Then, dQA
= QdA and d∗QA

= Qd∗A with

dA ∈ C∞(R+, HomH(Λk+1
m, Λl

m)),

d∗A ∈ C∞(R+, HomH(Λk−1
m, Λl

m)),

given by

dA(t) = T ∧ A′(t) +∑
i

mi(p) ∧ (adki A(t) − cosh(λit)A(t)adki)

sinh(tλi)/λi
,

−d∗A(t) = T¬A′(t) +∑
i

mi(p)¬(adki A(t) − cosh(λit)A(t)adki))

sinh(tλi)/λi
.

Proof. This follows from (4) by the same calculation as in the Proof of Theorem 1.

B. Hyperbolic space
In space forms Xm, the orthogonal complement m0 of the unit vector T ∈ TpX = m is irreducible for H. We have a decomposition

Λl
m = T ∧Λl−1

m0 ⊕Λl
m0

as modules for H. For A ∈ C∞(R+, HomH(Λlm, Λlm)), we can, therefore, make the ansatz

A(t)(T ∧ μ0 + μ1) = α(t)T ∧ μ0 + β(t)μ1
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with

μ0 ∈ Λl−1
m0, μ1 ∈ Λl

m0 and α, β ∈ C∞(R+,R).

Let k = m − l = n + 1 − l. A straightforward calculation shows that in hyperbolic m-space the curvature endomorphism R on Λlm from the
Weitzenböck formula is multiplication with −kl and

adki mi = −T, adki T = mi, and adki mj = 0 if j ≠ i.

The differential equation (22) for A(t) becomes

α″(t) + n coth(t)α′(t) = −klα(t) + k
1 + cosh (t)2

sinh (t)2 α(t) − 2k
cosh(t)
sinh (t)2 β(t),

β″(t) + n coth(t)β′(t) = −klβ(t) + l
1 + cosh (t)2

sinh (t)2 β(t) − 2l
cosh(t)
sinh (t)2 α(t).

(31)

The solution to (31) satisfying the initial condition (23) will be Laurent series α, β starting with t1−n

(n−1)vol Sn , whose higher order terms can be
computed from (31). The expressions of these solutions to (31) in terms of elementary functions are quite complicated. For example, in the
case of hyperbolic 3-space and the Laplacian on 1-forms, l = 1, k = 2, we get solutions

α(t) =
(2t + 1) sinh(t) − (t2 + t) cosh(t)

4π sinh (t)3 ,

β(t) =
3 sinh (t)2

− (cosh(t) + 2t) sinh(t) + t2 + t
8π sinh (t)3 −

t
4π(cosh(t) + 1)

,

which have also been found in Ref. 5. In fact, α, β above are given by α(t) = −ϕ2(t) − ϕ″
3 (t) and β(t) = −ϕ2(t) − ϕ′3(t)/ sinh(t), where the

functions ϕ2, ϕ3 are as in Ref. 5, Theorem 3, (3) p. 20.

IV. THE BIOT-SAVART FORMULA AND THE LINKING NUMBER
By Hodge theory, on any oriented compact Riemannian manifold, a right inverse Q of the Laplace operator on differential forms provides

a right inverse to the Cartan differential d and the codifferential d∗ simultaneously. Thus, let Q be a right inverse of the Laplacian, i.e., ΔQω = ω
for all l-forms ω in the image of Δ. If, in particular, α ∈ Ωl(X) is exact, then α = dd∗Qα and d∗d∗Qα = 0. Following Refs. 3, 5, and 6, we call
an operator B so that dBα = α and d∗Bα = 0 a Biot-Savart operator. This is motivated by the analogy of these equations with the Maxwell
equations for the magnetic field B caused by a stationary current α.

The differential equation (22) is invariant under complex rescaling of the metric on X. If A(t) solves (22) for the symmetric space whose
Jacobi operator has eigenvalues λ2

1, . . . , λ2
n, then for α ∈ C/{0},

Aα(t) = αn−1A(αt)

solves (22) and (23) with λi replaced by αλi and the curvature tensor R replaced by α2R. In particular, Ai(t) = in−1A(it) solves (22) for the
compact dual Xc of X. Since A is holomorphic on C/{0}, Aα(t) is holomorphic in α.

On the compact Riemannian manifold Xc, Hodge theory gives an L2-orthogonal splitting of Ωl(Xc) as in the diagram
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The Cartan differential d and its adjoint restrict to isomorphisms as indicated. The Laplacian Δc = dd∗ + d∗d of Xc preserves the above
splitting, vanishes on Hl(Xc) = kerΔc = kerd ∩ kerd∗, and is isomorphic on both dΩl−1 and d∗Ωl+1.

Let Δ−1
c be the extension of the inverse of this isomorphism by 0 to all of Ωl(Xc). By equivariance, the integral kernel of Δ−1

c must be of
the form (21) with a function Ãc satisfying (22) and (23) for the compact rank one symmetric space Xc. We can therefore choose a solution A
to (22) with Ai = Ãc. In this section, A will always be such a solution of (22) and (23).

Let ω ∈ dΩl
c(X). Then, ω = dd∗Δ−1

c ω = dQd∗ Ai ω = dQd∗ Aiα ω for all α ∈ R+. Since this is holomorphic in α, the identity holds for all α ∈
C/{0}. Thus, ω = dQd∗ Aω for the above choice of A. We thus have the following theorem for the Biot-Savart operator on noncompact rank
one symmetric spaces.

Theorem 3. Let X be a noncompact rank one symmetric space and let ω ∈ Ωl
c(X) be a closed l-form of compact support. Then,

B = d∗Δ−1ω = ∫
X

ωy ○ qd∗ A
y,x dy

satisfies

dB = ω and d∗B = 0. (32)

There is also an integral formula for the linking number similar to the classical Gauss formula for the linking number of loops in R3.

Theorem 4. Let Xd be a noncompact rank one symmetric space. Let Kk, Ll
⊂ Xd, k + l + 1 = d be disjoint closed submanifolds of dimensions

k and l, respectively. Let A be the kernel function inverting the Laplace Beltrami operator on k-forms on X. Then, the linking number of K and L
is given by

L(K, L) = ∫
K
∫

L
vol L(y) ∧ qd∗ A

y,x vol K (x)dydx,

where volL(y) and volK (x) denote the metric volume elements of L at y ∈ L and of K at x ∈ K, respectively.

Proof. Let Kk, Ll
⊂ Xd, k + l + 1 = d be disjoint closed submanifolds of dimensions k and l, respectively, in a d-dimensional manifold X.

Let i : K ↪ X and j : L↪ X be the inclusions. We assume that Hd−k
c (X) ≅ Hk(X) = 0 = Hd−l

c (X) ≅ Hl(X). Following the notation of Ref. 2, we
let ηK ∈ Ωd−k

c (X) be the Poincaré dual of K, i.e., a compactly supported form on X such that

dηK = 0 and ∫
K

i∗α = ∫
X

α ∧ ηK

for all α ∈ Ωk(X) with dα = 0. Then, the linking number of K and L in X is

L(K, L) ∶= ∫
X

β ∧ ηK = ∫
K

i∗d−1ηL,

where β is any form of degree d − l = k + 1 with dβ = ηL, for instance, β = d∗Δ−1ηL = Qd∗ AηL,

βx = ∫
X

ηL,y ○ qd∗A
y,x dy,

we obtain

L(K, L) = ∫
K

i∗d∗Δ−1ηL = ∫
K
∫

X
ηL,y(qd∗A

y,x vol K (x))dydx,

where volK (x) denotes the metric volume element of K at x. Let NL be some tubular neighborhood of L induced by normal coordinates. Thus,
we choose r > 0 so small that the Riemannian exponential map

Drν(L, X)→ NL, v ∈ νy(L, X)↦ expyv

is a diffeomorphism on the r-disk bundle of the normal bundle ν(L, X) of L in X. For 1 ≥ ρ > 0, let NρL denote the tubular neighborhood of L
obtained from NL be rescaling with ρ, that is,

NρL = {ρv∣v ∈ NL} ⊂ NL.
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To represent the Poincaré dual of the submanifold L, we may take the extension by 0 of the Thom form of the normal bundle of L. This
is a closed (k + 1)-form on NL vanishing near the boundary of NL and such that its integral over the fibers of NL is always 1. Let χρ be the
diffeomorphism

χρ : NρL→ NL, v↦
1
ρ

v

and ηρ
L ∈ Ω(X) be the extension by zero of

ηρ
L ∶= χ∗ρ ηL.

The forms ηρ
L are all closed. Since the diffeomorphisms χρ preserve the fibers of the tubular neighborhoods, the integral over the fibers of

NL→ L of ηρ
L is always 1. Thus, the forms ηρ

L are all Thom forms for the normal bundle, or, Poincaré duals of L. For the linking number, it
follows that

L(K, L) = ∫
K
∫

NρL
ηρ

L,y(q
d∗ A
y,x vol K (x))dydx (33)

for all 1 ≥ ρ > 0. We now take the limit ρ→ 0. Using the Riemannian metric, we split the tangent bundle of NL into vertical and horizontal
distributions. The Thom form ηL can then be written as a sum

ηL = ω0 +
l

∑
i=1

αi ∧ ωi

with vertical forms ωi of degree k + 1 − i = d − l − i and horizontal forms αi of degree i. ω0 is a volume form of the fibers. As ρ→ 0,

(χρ)∗(
l

∑
i=1

αi ∧ ωi) → 0 in L1,

because the differential of χρ on ωi scales with a factor of 1/ρk+1−I , but the support scales with ρk. Taking the limit ρ→ 0 in (33) gives

L(K, L) = lim
ρ→0 ∫K

∫
NρL

(χρ)∗ω0,y(qd∗ A
y,x vol K (x)) dydx

>
= ∫

K
∫

L
ω̃0,y(qd∗ A

y,x vol K (x))dydx, (34)

where ω̃0 ∈ Γ(Λk+1TX∣∗L) is such that ω̃0,y(v0, v1, . . . vk) = 1 if (v0, v1, . . . vk) is an oriented orthonormal basis for the orthogonal complement
of TyL in TyX and 0 if one of the vi is tangent to L. Thus, the above integral becomes

= ∫
K
∫

L
vol L(y) ∧ qd∗ A

y,x vol K (x) dydx.
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