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This paper describes a video-based driving simulator that allows the 
user to steer through a video sequence acquired by a mobile mapping 
system. This mapping system acquired geotagged stereo video at a rate 
of 10 Hz. The video data were collected from a standard vehicle, which 
was driven along a road under normal road conditions. With the use 
of the stereo image data, a method that allowed a participant to steer 
through a video was implemented. An experiment to assess a driver’s 
response to this steering is presented. Drivers were found to respond to the 
geometry of the video sequence by steering left or right when expected.

The importance of a steering component being introduced to any 
video-based driving simulator is clear, as steering is one of the main 
control mechanisms of driving (1). The absence of a steering compo-
nent in a driving simulator would reduce the usefulness of such a tool 
significantly. Research that has used driving simulators has covered 
many different areas, for example, medical studies, driver distrac-
tion, steering behavior, and driver response times (2–7). Speed is 
recognized as a factor in road traffic accidents, and is linked to a 
driver’s perceived ability to negotiate road geometry (8, 9). A driver’s 
failure to control steering at higher speeds introduces a significantly 
increased risk. Although in some instances increased speed may not 
be inherently dangerous, the decreased ability of a driver to control 
steering at the increased speed is.

As technological advances make available ever-increasing pro-
cessing power at ever-decreasing costs, the ability to create realis-
tic and detailed graphical worlds for driving simulation has been 
the subject of much research (10). Even outside the simulator com-
munity, consumer grade graphical devices have the ability to provide 
the user with visual streams that offer never-before-seen levels of 
photorealism, for example, the Microsoft Xbox One, and the Sony 
PlayStation 4 (11, 12). However, despite these advances, the devices 
remain model-based. Although termed photorealistic, they are not 
truly such. Whether the discrepancy observed in these environments 
occurs because of subtle differences in modeling environmental 
parameters, such as lighting and shadowing, or, perhaps, a temporary 
progression into the uncanny valley associated with the boundaries 
of graphical realism, is unclear (13).

The increase in technological processing power has also led to the 
development of relatively low-cost imaging devices that, among other 
benefits, offer pixel-locked, synchronized stereo imagery and can be 
interfaced directly with external triggering devices. The increased 
availability of such cameras has led to several video-based driving  
simulators (14–18). Although some of these simulators have replaced 
the graphical textures of model-based simulators with photographic 
textures, others have allowed for a switch between dual feeds of 
videos acquired in two lanes of a motorway (16). Nevertheless, none 
of these video-based simulators allows for a true gradient steering 
effect when steering through videos.

The capacity to introduce a realistic form of steering control in a 
video-based driving simulator is important because measurement of 
driver position requires the ability of participants to steer in a realistic 
fashion and because speed choice influences steering control.

Having one simulation of steering or one simulation of speed with-
out the other, outside validation studies, reduces the realism of the 
experience and the validity of the data. Research has suggested that 
the highest form of validation is one in which there is a comparison 
of simulation data with real-world data (19). There must therefore be 
two comparable scenarios available, one from an on-the-road driver, 
and another from a simulator driver. Direct comparison between 
the two scenarios is difficult, as measurable properties between 
the two are complex to synchronize and correlate. Acquisition of 
data describing a driver’s speed and position is a trivial issue once 
the vehicle has been equipped with a time-stamped GPS module 
that exhibits a reasonable level of accuracy. Similarly, for graphics-
based simulators, the virtual world provides unparalleled levels of  
control of the driver’s environment. However, synchronization between 
the real world and the virtual world requires the generation of the 
graphical environment with known properties of the real-world 
environment.

Even if accurate modeling is achieved, simulation adaptation 
patterns have been noted (20). With the generation of the graphical 
environment, absolute synchronization between the real world and 
the virtual world may remains an issue. GPS accuracy or avail-
ability, actual driver trajectory, and traffic on the road at the time 
of data acquisition that is absent from the graphical model may 
affect direct comparisons between the real world and the virtual 
world (21). Traffic on the real road may affect the driver’s speed, 
which results in an additional parameter that must be introduced 
to the model.

Success has been shown in introducing a steering component (22), 
in which a single video sequence along a straight road was adapted 
for use in a driving simulator. By texturing an estimated intersecting 
plane descriptor, a user could change lanes. This study showed that 
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87% of 220 lane change requests were made with this method, with 
the remaining 13% being attributed to lack of participant concentra-
tion on the change lane indicator. This experiment demonstrated that 
participants experienced a lane change effect following the steering 
action they were requested to take. The absence of stereo video data 
means that this approach can only introduce a sense of depth on the 
road plane, while other features, such as road signs, remain static 
in terms of perspective corrections. At present, this technique can 
only be applied to straight roads. The technique described in this 
paper allows a driver to steer around corners in a prerecorded video 
sequence.

Outline Of PrinCiPal finDing

The method described in this paper uses data collected by a low-
profile mobile mapping system, consisting of stereo images and 
high-accuracy positioning data acquired at a rate of 10 Hz. The posi-
tioning data are used for two purposes. The first purpose is to equal-
ize the video for speed because it was acquired at non-constant road 
speed. This equalization process produces a video that plays back as 
though captured at a constant speed of 72 km/h (44.7 mph). The sec-
ond purpose is to establish a ground-truth data set; the positional data 
acquired were time-stamped, which allows for the speed of the driver 
in the real car on the real road to be logged. Information regarding 
the depth of features from the mapping system camera was derived 
from the stereo image data and then used to introduce a steering 
element to the prerecorded video sequence.

An experiment was undertaken in which the speed of the driving 
simulator participants was compared with the ground-truth speed of 
the mobile mapping system, and the steering response of the partici-
pants was compared with a training data set, which was generated 
without the use of the mapping system data.

framewOrk

This paper describes the method by which a steerable video (i.e., a 
video with which a participant has the ability to change the viewing 
perspective) was integrated with a driving simulator. The driving 
simulator is described, followed by a description of the methods 
used to generate the video’s depth description sequence. The intro-
duction of steerable video is then detailed. An experiment that 
examines driver response to the steerable video in driving simula-
tion is described, and the results of this experiment are then pre-
sented. Conclusions on these results are then discussed. The paper 
concludes with a discussion on future work with the video-based 
driving simulator.

materials, methODs, anD Data

Driving simulator Cabin and Control system

The work described in this paper was built on previous research with 
a nonsteerable video, whose GPS-based geotags were used to gen-
erate a synchronized, sparsely populated graphical model. That 
previous research validated the use of video as a tool with which to 
measure driver speed in driving simulation when compared with 
the use of graphical models and real driving (18).

The driving simulator used for the purposes of testing the methods 
described in this paper consisted of a Microsoft Windows 7-based 
PC with solid-state drive and a Logitech G27 gaming steering wheel 
and pedals. The solid-state drive was used to increase playback 
speed, thereby reducing steering response time to a realistic period. 
These devices were used to run the simulator software and allow for 
user control over the simulator environment (23). A single 58 cm 
(23 in.) 1,920 × 1,080 resolution high-definition monitor was used 
for display purposes.

Data acquisition system and route selection

The route chosen for data acquisition was the R156 regional road in 
County Meath, Ireland. This is a subsection of the 17.4 km (10.8 mi) 
Summerhill to Dunboyne route (18). This road was chosen because 
it offers a high level of sinuosity, along with a range of speed limit sec-
tions from 50 km/h (31 mph) to 80 km/h (50 mph). The route described 
in the video is approximately 7 km (4.35 mi) in length. The mobile 
mapping system data acquisition system features a self-contained 
stereo camera and high-accuracy GPS receiver with less than 5 cm 
(2 in.) positional error. The camera and navigational sensor are inter-
faced to allow for the logging of positional and timing data with 
synchronized stereo image data at a rate of 10 Hz (24–26).

Previous research undertaken  
with Video-Based Driving simulation

An on-the-rails video sequence was used previously in the driving 
simulator to validate video as a tool with which to measure driver 
speed responses when compared with the use of a graphical model and 
a driver on a real road. Strong correlations between the model, on-the-
rails video, and ground-truth speeds were observed, with differences 
attributed to the time taken for the driver of the real car to change 
gears in a manual gearbox and to the calibration of the acquisition 
vehicle’s speedometer (18).

equalization of Video speed

To remove the acceleration and deceleration effects present in the orig-
inal video, an evenly-spaced route was generated on the basis of the 
positional data acquired by the mapping system. A nearest-neighbor  
Euclidean distance linear search was performed; this procedure allows 
the frame nearest to each of the evenly spaced coordinates to be found. 
The redundant frames were then dropped from the video; this proce-
dure allows the processed video to play back as though recorded at a 
constant speed of 72 km/h (44.7 mph). An example of this is shown 
in Figure 1.

This equalization method differs from the previous equalization 
routine, as the equalized video is generated before introduction to 
the driving simulator, as opposed to the original approach, which 
used a look-up table during video playback (18).

This equalization of video playback speed also allowed for a 
robust method of determining the correct delay to introduce to the 
video sequence dependent on accelerator pressure. As the video was 
equalized to 72 km/h (44.7 mph) at 10 frames per second, the correct 
delay can be achieved by changing the number of frames per second, 
for example, at half this speed, 36 km/h (22.4 mph), the frame rate 
must be halved to five frames per second.
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steerable Video

Stereo video refers to two video sequences, in which each pair of 
corresponding frames is acquired at the same time, to allow viewing 
the same scene from two differing vantage points. When acquiring 
stereo images from a moving platform, any delay between the acqui-
sitions of the two introduces a source of error. Synchronization of the 
stereo cameras therefore simplifies the generation of the stereo depth 
map. For example, a 5 ms delay when traveling at 80 km/h (50 mph) 
represents a discrepancy of more than 11 cm (4.3 in.) between the 
two images.

Once a stereo video has been acquired, each set of corresponding 
stereo frames can be processed to produce a single grayscale image 
that describes the depth of each feature visible in both stereo images. 
The generation of these depth maps is a three-step process involv-
ing the recovery of specific camera properties (camera calibration), 
correction of image distortions (undistortion and rectification), and 
feature matching across the two images (disparity recovery through 
correspondence) (27–29). These steps were implemented with the 
OpenCV image processing library, and are described briefly in the 
following sections (30).

Camera Calibration

Camera calibration is the term given to the recovery of the specific 
physical properties of a camera, and can be performed by acquiring 
a sequence of images of a checkerboard pattern at varying orien-
tations. The imaged points are related to the physical dimensions 
of the checker board pattern, and can be processed with linear alge-
bra to recover the camera’s physical properties. Figure 2a shows an 
example of the checkerboard.

These properties are divided into the intrinsic parameters (the 
lens focal length and principal point) and the extrinsic parameters 
(the rotation and translation of the camera relative to some arbitrary 
external coordinate system). Distortions introduced by the camera 
lens, while not strictly internal to the camera, are usually considered 
as part of the intrinsic parameter recovery process. Although the 
extrinsic parameters are calculated relative to an arbitrary external 
coordinate system, as defined by the checkerboard, when dealing 
with stereo cameras, the prime importance is the recovery of the 
rotation and translation of the two cameras relative to each other. 
Independent calibration of two cameras can recover this relative 
transformation once the same calibration images are used for both.

Successful stereo calibration therefore returns three sets of required 
data: the intrinsic parameters of each camera, the rotation and transla-
tion of the two cameras relative to each other, and the lens distor-
tion coefficients of each camera. With these data, generation of the 
grayscale depth maps becomes possible.

undistortion and rectification

Distortion by a camera lens occurs primarily on the image periph-
ery and is termed radial lens distortion (RLD). Two variants of RLD 
exist: pin cushion and barrel. The former causes straight lines on 
the image periphery to curve inward toward the center of the image, 
and the latter causes these lines to curve outward away from the 
center of the image. In both cases, RLD is described by a series 
of coefficients. Once these are recovered, the original image can 
be corrected, essentially presenting an image as if it were acquired 
through a perfect lens.

The extrinsic parameters can then be applied to the two images, 
reorienting each such that corresponding features lie on the same 
horizontal image coordinate (i.e., y-coordinate) in both images of 
the stereo image pair, essentially presenting stereo images as though 
they were acquired by front-parallel (facing in exactly the same 
direction) stereo cameras. These undistortion and rectification steps 
are used to prepare and simplify the next process.

Disparity recovery

Once they are undistorted and rectified, the corresponding features 
are then matched between the left and right images. As rectifica-
tion has already been performed, the correspondence matching 
becomes a one-dimensional matching process as opposed to the two- 
dimensional matching process that would otherwise be required. This 
process allows a one-dimensional disparity value of each feature to 
be recovered and, as disparity can be considered a function of depth, 
the disparity values are used to generate a depth map description of 
the scene acquired by the stereo images.

Depth maps

The grayscale descriptor returned by the disparity measurement func-
tion is termed a depth map, and assigns a grayscale value to each 

FIGURE 1  Equalization of video playback speed: (a) original trajectory of vehicle, 
(b) trajectory after positional data have been evenly spaced, and (c) nearest image 
to evenly spaced coordinate being selected.

(a) (b)

(c)
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feature corresponding to the depth of that feature from the reference 
camera. These values are typically in the 8-bit range, allowing for a 
resolution of 256 distances. A zero grayscale value represents a fea-
ture far from the camera, and a 255 grayscale value represents a fea-
ture very close to the camera. An example of each stage of the depth 
map generation process is shown in Figure 2.

steerable Video

Texturing the depth map with its corresponding video frame can be 
used to generate a three-dimensional environment, thereby allowing 
steering to be introduced into a video-based driving simulator. To 
achieve this environment, the intensity of each depth map pixel is 
used to assign the distance at which the corresponding video frame 
color pixel will be located. This environment was developed with 
the OpenCV image processing and FreeGLUT graphical libraries. 
An example is shown in Figure 3 (30, 31).

The virtual camera of the driving simulator environment is focused 
on the central horizon point, allowing the position of the driver to 

FIGURE 2  Generation of depth maps from stereo images: (a) calibration images, (b) original 
distorted images, (c) undistorted and rectified images, and (d ) resultant grayscale depth map.

(a)

(b)

(c)

(d)

Acquire raw stereo images

Apply calibration data to distorted
images to generate undistorted

and rectified images

Redundancy resulting from lens
distortion correction on periphery

Rectification causes matching
features to lie on the same y-

coordinate in both images

Use these images to measure
disparity and generate depth maps

FIGURE 3  Generated video-based virtual coordinate system:  
(a) center of focus of virtual camera, (b) camera location, and  
(c) to (d ) gradient that indicates relationship between feature’s 
depth from camera relative to corresponding depth map  
intensity value.

(a)

(c)

(d)

(b)
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change relative to the position of the driving simulator’s steering 
wheel. When the relative position is the same as that of the original 
acquisition video, the original video frame will be displayed, and when 
the relative position is changed, a video frame will be transformed to 
reflect the change in position.

Lateral placement is represented in a limited fashion by the use of 
the virtual arcball camera. A constant steering angle will change the 
perspective for successive frames. If the steering angle deviates sig-
nificantly from the actual angle required, a lack of sufficient textur-
ing will be observed in data absent from the original video frame. 
Lateral roadway translation is represented by the camera moving 
around a point on the image line representing the horizon. The cam-
era orbits this horizon point, meaning that a constant translation will 
circle the scene plane. The effect of this translation was limited such 
that the camera can only orbit the front of this plane, that is, within 
a range of ±90 degrees. In practice, the redundancies introduced 
by the lack of image data become excessive within approximately  
±30 degrees, as the camera used has a 66-degree field of view. Use 
of other camera lens types, for example, a fish-eye camera lens, could 
increase this range.

Correction of simulator’s  
steering wheel Position

The simulator’s steering wheel position at each textured frame must 
reflect the position of the vehicle at the instance of data acquisition. 
For example, if the data acquisition vehicle’s steering wheel was 
oriented at 45 degrees when the vehicle enters a bend in the road, 
the steerable video environment must reflect this. Neglecting to 
perform this step would require the simulator’s steering wheel to 
remain in a neutral position to navigate the steerable video along 
the route. A steering wheel ratio of 12:1 was chosen; that is, for each 
1-degree turn in the vehicle wheels, a 12-degree turn in the steering 
wheel was required.

A training set was used to generate an estimate of the correct steer-
ing wheel position given the geometry of the road. Once the training 
set data were applied to the control system, a driver would have to 
control the steering to ensure the car remained on the road. An alter-
native method that uses the steering position of the mapping system 
vehicle, derived directly from GPS data, is being investigated but 
was not used for the data presented in this paper. The aim of this cor-
rection is to force the participant to correct the camera position to a 
zero lateral coordinate, allowing each video frame to be presented as 
originally acquired. By introducing an offset angle from the training 
set, the user is required to steer to force the position of the virtual 
camera to move to a zero lateral position.

insertion of Vehicle windshield and speedometer

A second texture is introduced to allow a dashboard and speedometer 
to be displayed on the screen. The texture remains in a fixed position, 
while the perspective of the external environment is changed. The 
current speed is written to the speedometer, based on the pressure 
applied to the accelerator pedal. An example of the windshield and 
speedometer is shown in Figure 4. Various rotations and translations 
around a scene are shown in Figure 5.

testing anD ValiDatiOn

Eleven participants drove through the steerable video, and the driver 
speed and steering wheel position were collected for each partici-
pant per frame. The participants ranged in age from their early twen-
ties to late fifties (µ = 34.8 years, σ = 10.4) and consisted of eight 
men and three women. Before the beginning of the experiment, 
each participant was informed about the control system, and that the 
participant was to drive in a normal manner, responding to the road 
as if driving a real vehicle. For participants to advance through the 
sequence, the accelerator pedal required the application of pressure. 
The greater the pressure, the faster the sequence would advance. The 
opposite is also true; reduction in pressure would reduce the speed at 
which the sequence would advance. This increase and reduction in 
speed was related to the user in terms of the time delay between the 
loadings of successive video frames. The speed and vehicle position 
were recorded at 2 m (6.6 ft) intervals.

A running average was calculated; this calculation reduced the 
3,750 data points per participant to 100 data points. The averaged 
participant speed and the averaged ground-truth speed are shown 
in Figure 6.

The angular positions of the steering wheel for each video frame 
for each participant were recorded. Those data represent the steer-
ing behavior of each participant on each frame. The average angular 
values were calculated with a mean of circular quantities calcula-
tion. A subset of the angular training set and the average angular 
participant data are shown in Figure 7.

DisCussiOn Of results

The results obtained from these experiments were examined for the 
drivers’ responses to the geometry of the road in the video. For exam-
ple, a left turn evidenced in the video required a simulator participant 
to make a similar turn with the simulator steering wheel.

Drivers were told to drive as they would normally, and that the 
starting segment had a posted speed limit of 80 km/h (37 mph). The 
simulator driver steering wheel positions were consistent with road 
features; participants steered left, right, and straight when they were 
expected to do so. Driver speed was also found to be directly relevant 
to road features; decreases in speed were observed when encounter-

FIGURE 4  Driving simulator environment with windshield and 
speedometer texture.
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ing bends in the road, and increases in speed were observed when 
exiting these bends.

The general form of the averaged angular signal and the training 
set angular signal are similar in shape; that is, participants turned left 
and right and drove straight where they were expected to do so. In the 
training set, 13% of the time was spent performing a left turn, 24% 
performing a right turn, and 63% performing no turn. In the aver-

age simulator set, 20% of the time was spent performing a left turn,  
20% performing a right turn, and 60% performing no turn. Three 
such sections can be seen in Figure 8, in which the angular training 
set requires no turn, then a left turn, and then a right turn.

A difference was observed between the speed recorded with the 
mapping system and the average speed recorded by the driving simu-
lator. This difference may have been caused by several factors, such 

(a) (b) (c)

(d) (e) (f)

FIGURE 5  Rotations and translations around the scene: (a) left rotation, (b) no rotation, (c) right rotation, (d ) left translation, (e) right 
translation, and (f ) nontextured areas caused by lack of data introduced by changing perspective of scene.
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FIGURE 7  Comparison of average angle from participant steering data and training angle used to introduce required steering element to 
video sequence (training set angle changes location of virtual camera; this situation means that each participant needs to compensate for 
angle changes; error bars 5 standard error on simulator participant average, n 5 11).

FIGURE 8  Examples of three steering behaviors between averaged simulator 
data and training data set: (a) no turn, (b) left turn, and (c) right turn.

Distance Along Route (m)

(a) (b) (c)

D
ev

ia
ti

o
n

 f
ro

m
 0

 d
eg

re
es

 (
d

eg
re

es
)

–3.5

–2.5

–1.5

–0.5

0.5

1.5

2.5

3.5

Average angle Training set angle



Brogan, Markham, Commins, and Deegan 111

as the calibration of the acquisition vehicle’s speedometer. This 
occurred, for example, when the driver was traveling at a speedom-
eter speed of 80 km/h (50 mph), but was traveling at a true speed of 
72 km/h (44.7 mph). The lack of any inertial effects on the simulator 
participants, which were present when the ground-truth data were 
acquired, may also have been a contributing factor. The small sam-
ple size may also have been responsible in part for this difference.

The steering method described in Brogan et al. presented an 
experiment in which an explicit request to change lanes was deliv-
ered to the user via an onscreen timer (22). The experiment described 
in this paper requested steering behavior in a more implicit fashion, 
in which the steering behavior was suggested by the road geometry, 
rather than an externally introduced request system.

An element of understeering is observable in Figure 8, b and c, in 
which the average participant’s angular value is less than that of the 
corresponding training set angular value. This may have been caused 
by an element of oversteering during construction of the training set.

COnClusiOns anD future researCh

This paper has introduced a new simulator framework that allows 
steerable video sequences to be introduced in driving simulation. The 
new framework allows a truly photorealistic environment to be gener-
ated, creating not only a high-fidelity environment, but also an environ-
ment that describes real-world routes. This environment is generated 
without the need for high-end graphical processing hardware and  
has been run on a standard Intel i5 processor-based notebook.

A present limitation of this approach concerns the lack of textur-
ing introduced to the scene by any missing image data. For example, 
viewing behind a road sign will result in a blank area, as this visual 
information was unavailable from the images. There are several 
ways in which this issue may be addressed, and that will form part 
of future research. Other future research will include the introduc-
tion of a stereoscopic element to the driving simulator. A further 
aspect will be to introduce some form of head-tracking into the 
video sequence such that the perspective of the video will update 
relative to where the participant’s head is facing.

Use of the mapping system’s GPS data for automatic generation 
of the steering angle correction offset signal will allow this signal to 
be determined automatically. This innovation will take into account 
differences between the mechanics of the mapping system and the 
current input methods of the simulator, for example, the manual 
gearbox of the mapping system vehicle, and the absence of this from 
a simulator environment.

Research into augmentation of the steerable video with traffic is 
under way. Upon completion of this research and the future work, a 
stereoscopic steerable video with head-tracking and augmented with 
additional vehicles will be available.
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