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Abstract

The energy used to power cellular communication networks has grown immensely

in recent times due to the increased human reliance on the wireless transmission of

data. This has led to increased energy consumption of cellular networks, intensified

by the advent of the Fifth Generation (5G) communication standard. In order to

improve the energy efficiency of current and future cellular communication genera-

tions, the reasons why and how to reduce the power consumption without affecting

performance is an important area of research.

Power Amplifiers (PAs) are responsible for a considerable percentage of the power

inefficiencies in Radio Frequency (RF) transmitters. There is a trade-off in the topol-

ogy of PA architectures between linearity and efficiency. However, to maintain both

high efficiency and linearity external linearisation procedures can be implemented

digitally. Digital Predistortion (DPD) has been demonstrated as a suitable linearisa-

tion solution of PAs that enables the retention of high efficiency and signal linearity.

However as the carrier frequencies and bandwidths of the power amplifiers increase

along with the introduction of multi-antenna base stations, new research and im-

plementation obstacles emerge regarding efficiency, estimation and computational

complexity of traditional DPD methodologies.

This thesis contributes to the advancement of PA models, DPD function estima-

tion process in terms of accuracy and robustness, and finally dimension reduction

of specific DPD functions. These novel developments are cultivated with the afore-

mentioned energy targets of 5G transmission and reception taken into consideration.
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Four novel contributions are presented in this thesis. The four contributions are

related to publications listed in the Introduction of this thesis. The focal point of

work presented is optimisation of techniques for PA modelling and linearisation.

The first novel contribution was enhancing a specific learning adaption, Recursive

Least Squares, with improved robustness. An elegant early stopping criterion was

established to minimize both time taken to train model coefficients and model ac-

curacy.

The next novel contribution was a new strategy for DPD to combat the presence of

multi-collinearity, and further reduce computational cost. The next contribution is

related to the calculation of the limits to which modern communication signals can

be down-sampled before use in calculating DPD coefficients , regardless of the DPD

function used.

The final contribution is that of a novel methodology for calculating a common set of

coefficients suitable for behavioural model and DPD coefficient estimation for any

modulated signal. Native features of the testbench were used and the structures

implemented employed hardware resources commonly found in Field Programmable

Gate Arrays (FPGAs).
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Chapter 1

Introduction

Telecommunication infrastructure has an increasing economic and environmental

impact on the world [1]. The technological development required directly trans-

lates to demands placed on mobile networks [2]. Fifth Generation (5G) cellular

network communications have promised key improvements, such as reduced latency

and higher data throughput, compared to that of previous cellular networks as seen

in Figure 1.1 [3]. These improvements require a rapid advancement in performance.

Preceding generations of cellular networks focused on design objectives regarding

the optimisation of network characteristics. 3G consisted of multiple core cellular

networks. 4G focused on an integrated, global network based on an open system

approach. 4G was designed to replace the multiple core cellular networks with a

single worldwide cellular core network standard based on Internet Protocol (IP) for

control, video, packet data and telephony [4]. Power consumption has increased for

5G due to a number of factors, for instance multiple input multiple output tran-

sciever systems are becoming more prevalent, increasing the architecture or bill of

materials needed. The design of and implementation of 5G and future cellular net-

works must now further improve network energy efficiency to combat the increased

power consumption.

The necessity of the evolution of wireless communications, with continuously in-

16



Figure 1.1: Increased importance of demands for 5G networks

creasing demands for higher data rates and capacity, is increasing the complexity

of Radio Frequency (RF) transmitters. To meet the demands of future wireless

communication systems, extensive research is being conducted to develop more en-

ergy efficient, re-configurable radio transmitters capable of supporting multiple radio

access technologies and operates in a diverse range of frequency bands.

A significant component in the configuration of such complex radio transmitters is

the power amplifier (PA). PA’s are important components of signal transmission

chains as they are responsible for increasing the power of the communication signals

to power levels that are suitable for transmission. PA’s are typically one of the last

components in the radio transmitter chain- and therefore transmit and amplify a

large amount of RF power. The efficiency at which PAs convert direct current (DC)

power into RF power plays a critical role in the overall power consumption of a

wireless communication system.

To avoid interference with other wireless communications and reduce the energy

consumption in RF transmitters, PAs are required to behave linearly and efficiently.
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This linearity-efficiency trade off is a historical issue. PA’s can be ’backed off’,i.e.

operate at a lower average power output, to maintain linearity or alternate methods

must be implemented to elicit the desired linear behaviour.

1.1 Motivation

It is clear that developing methodologies to increase power efficiency, and there-

fore linearisation techniques, is not only desirable from a communication operator’s

perspective but a requirement from an environmental stand point. The motivation

of this thesis is the linearisation of nonlinear RF amplifiers. Digital Pre-Distortion

(DPD) is a method by which input signals to a PA are weighted in order to produce

a linear transmission signal as an output of the PA as depicted by Figure 1.2.

Figure 1.2: Principle of DPD

Linearity during transmission is a legal requirement that must comply with set oper-

ating frequencies, bandwidths and output power requirements. DPD is an attractive

solution for linearisation due to its performance and ease of integration. DPD is ca-

pable of compensating for the distortion that is inherent when transmitting from

high efficiency PAs. DPD research gives rise to:

1. Enable high efficiency transmitter architecture to comply with legalisation

2. Find techniques to compensate nonlinear distortion that said efficient trans-

mitters introduce

18



1.2 Thesis outline

This thesis presents four new DPD techniques. Subsequent chapters of this thesis

are organised as follows:

• Chapter 2 gives a high level description of a typical transceiver chain and

relevant wireless communications background theory to this thesis.

• Chapter 3 presents existing behavioural modeling and pre-distorter methods.

This thesis focuses on methods to enhance the use of polynomial based be-

havioural modeling and DPD.

• Chapter 4 discusses the contribution of this work regarding an early stopping

technique designed to identify the onset of instability when training PA models

using the Recursive Least Squares adaption technique.

• Chapter 5 proposes a novel methodology to combat the presence of multi-

collinearity of basis functions used for DPD. The novel technique allows for

local DPD coefficient updates, reducing the computational complexity when

performing DPD. Updating locally, or in a partitioned manner, allows for a

more computationally efficient DPD coefficient update as only selected DPD

coefficients are updated iteratively on an as needed basis.

• Chapter 6 introduces a novel metric to establish the level of pre-processing

of an input signal to a DPD/Behavioural model to ensure its output signal

retains sufficient similarity, enabling accurate extraction of coefficients to be

used in DPD or behavioural modeling.

• Chapter 7 provides a DPD methodology utilising a novel look-up table index-

ing technique, based on AMAM curves.

• Chapter 8 consists of concluding remarks and a discussion on possible future

work.
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1.3 Research contributions

The contribution of this thesis is to improve polynomial behavioural modeling and

DPD techniques. The following list of chapters discuss in further detail each chapter

in which novelty is introduced.

1.3.1 Chapter 4 - Ensuring Stability for DPD training

Contributions in Chapter 4 address the implementation of an early stopping tech-

nique, to avoid instability, of the Recursive Least Squares technique when training

memory polynomial based behavioural models. The contribution of this work re-

lates to multiple demands placed on 5G networks, as seen in Figure 1.1. Without

the proposed elegant method to eradicate instability of recursive least squares other

more computationally complex methods to ensure stability, when used, would suffer

from poor data accuracy and be inefficient in terms of energy used.

• M. Loughman, R.Farrell, and J.Dooley , ”Early stopping criteria for adaptive

training of dynamic nonlinear behavioural models”, in 2019 30th Irish Signals

and Systems Conference (ISSC), Maynooth,2019, pp 1-5

• M. Loughman, S. Barton, R.Farrell, and J.Dooley, ”Early Stopping Criterion

for Recursive Least Squares Training of Behavioural Models”, Wireless Per-

sonal Communications, 2022

1.3.2 Chapter 5 - DPD Function Dimension Reduction

The contributions in Chapter 5 develop a novel DPD function for the purposes of

increasing computational efficiency of updating coefficients locally, enabling matrix

inversions to be more compact and achieve high performance. The metrics benefit-

ting from this application, as in Figure 1.1, are that of latency, spectrum efficiency

and network energy efficiency.

• M. Loughman, R.Farrell, and J.Dooley , ”Acceleration of Digital Pre-Distortion
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Training Using Selective Partitioning”, The 2022 IEEE Topical Conference on

RF/Microwave Power Amplifiers for Radio and Wireless Applications (PAWR

2022)

1.3.3 Chapter 6 - Critical Subsampling Rate for High Fre-

quency PA modeling

Contributions presented in Chapter 6 support ongoing research investigating the

challenge of the output path of a PA requiring a sample frequency that is a multiple

of the original signal bandwidth when conducting behavioural models and DPD.

A metric that determines the most advantageous pre-processing method, in terms

of NMSE, is discussed. The contribution of this work relates to multiple demands

placed on 5G networks, as seen in Figure 1.1, such as reduced latency, should this

methodology be adopted at base station.

• M. Loughman, R.Farrell, and J.Dooley , ”A Metric for training signal dimen-

sion reduction for high frequency power amplifier modeling and DPD”, In

preparation

1.3.4 Chapter 7 - Efficiency in FPGA Implementation of

DPD

The contribution contained within Chapter 7 demonstrate a novel look-up table

indexing technique to help determine the optimal DPD coefficients needed for pre-

distortion. The contributions, as depicted by Figure 1.1, are minimised latency,

spectrum efficiency and Mobility.

• H. Zhaoyang, M.Loughman, Y.Jiang, R. Mushini, M. Leeser and J.Dooley ,

”Multi-standard Digital Pre-Distortion Look Up Tables”, 17th EAI Interna-

tional Conference on Cognitive Radio Oriented Wireless Networks (CROWN-

COM 2021)
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Chapter 2

Wireless Communications Systems

Wireless communication systems consist of both active and passive components.

The configuration of components can be tailored for specific use cases, but there are

some components that are common in most architectures, as shown in Figure 2.1.

An analogue communication subsystem which is responsible for the transmission

and reception of radio signals and a digital baseband system responsible for the

digital signal processing operations applied to the information signals.

Figure 2.1: Components of modern radio

All radios have analogue hardware such as:

• Antennas and Matching Networks

• Filters

• Amplifiers

• Mixers
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• Analogue to Digital Converters

• Digital to Analogue Converters

Each of the above elements have specific uses. Antennas and matching networks

are used to ensure the maximum usable power is transferred to the output of the

transceiver system. Filters exclude unwanted signal components, for example the

bandpass filters eliminate components centred on harmonic frequencies. Two po-

tential sources of harmonic frequencies are: the local oscillator (LO) and secondly

nonlinear response of amplifiers. The driver amplifier is an optional amplifier used

to pre-amplify an input signal into a PA if the ADC/DAC cannot deliver the power

needed to excite the PA. The PA increases the power level of the RF signal to a

suitable level for transmission. The efficiency of an amplifier is the ratio between

the output RF power over the DC input power, given as a percentage as seen in

(2.1).

Efficiency =
PRF

PDC

× 100 (2.1)

Mixers allow for up and down conversion of the RF signal to/from an intermediate

frequency (IF) to be transmitted/received. ADCs and DACs allow for conversions

between the digital and analogue domain. N-bit ADC outputs a N-bit binary number

proportional to the analogue input voltage. The input range can be centred at zero

volts or a nominal DC offset. The input is then divided into 2N discrete values.

Uniform quantisation, refers to the discrete values being evenly spaced and the

discrete spacing can be described by equation (2.2).

∆ =
Vfs
2N

(2.2)

Where Vfs refers to the voltage within the ADC range, otherwise the voltages are

clipped. Dynamic range is the range of the input signal power over which the ADC

performs adequately. The maximum input level is known as ‘full scale’. Signal level
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at the ADC input must be kept near full scale to avail of the maximum dynamic

range.

2.1 Non ideal behaviour in wireless communica-

tions

Devices under test have a desired behavior, such as inductance (effects by a compo-

nent that stores energy in a magnetic field), multiplication, or linear amplification.

All devices have an operating region in which they exhibit this behavior, and other

regions in which they do not. Noise and parasitic reactance are problematic when

evaluating devices under test. The associated limits must be considered when using

or designing any kind of radio system.

There are many analogue hardware undesired effects that can be categorised into

distortion or disturbance. Distortion : The characteristics of the signal are affected.

There is not distortion if there is not a signal. Disturbance : Undesired effects added

to the signal. They exist if there is or there is not signal.

ADCs do not provide any gain or loss to a transciever chain but are affected by

quantisation noise and thermal noise. The SNR at the output of a N-bit ADC is

given by (2.3).

SNRADC(dB) = 6.02N + 1.76 (2.3)

The higher the number of bits, the smaller the quantization error and therefore the

quantization noise. DACs perform the inverse function of ADCs. DAC resolution

is also given by N. Resolution refers to the smallest increment of output that the

DAC can replicate as in (2.4).

DACres =
Vfs

2N − 1
(2.4)

24



where Vfs refers to full scale voltage.

Receiver sensitivity is the minimum signal power needed at the receiver input to

provide adequate Signal to Noise Ratio (SNR) to carry out the data demodulation.

The required SNR depends on the communications standard and the modulation

scheme.

In order for a component to be linear, the output behaves the same as the input, but

with a different amplitude or phase (time delay), in other words a linear component

is an active device which linearly transforms an input signal, x, into an output signal,

y such that y = Gx. G is the gain experienced. No hardware devices are perfectly

linear, but they may have a linear region in which the behaviour is approximately

linear. Active devices behave according to their device architectures. For example,

Bipolar transistors have an exponential characteristic and long channel MOSFETs

have a square-law characteristic. Composite devices may have more complicated

characteristics [5].

Approximates are utilised when mathematically describing these complicated char-

acteristic functions, typically with a Taylor Series expansion as seen in (2.5).

Vo = a1Vin + a2V
2
in + a3V

3
in + ... (2.5)

2.2 Non ideal behaviour of Power Amplifiers

Power consumption is a key factor in wireless sensor nodes and mobile terminals.

PAs dominate power consumption in high power transmitters. Even in low-power

transmitters, the PA may still rival the digital circuitry in power consumption. The

primary tradeoff in PA design is efficiency versus linearity. Most efficient amplifiers

are nonlinear, thus methods to elicit linear behavior while maintaining high efficiency

is an area of extensive research.

Ideally, a PA linearly transforms an input signal, x, into an output signal, y, such
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Figure 2.2: PA operation

that y = Gx, where G is the gain experienced. PAs, in reality, elicit nonlinear

behaviour. The linearity versus efficiency is a historical trade-off.

Efficiency of a component, device or system, η, can be defined as the effective output

power Py divided by its input power Px, given by equation (2.6).

η[%] =
PRF
PDC

(2.6)

An ’ideal’ PA would transfer all DC power to the PA output signal. As PAs behave

nonlinearly the highest efficiency is commonly achieved by exciting the PA close to

its saturation region, where the PA will elicit nonlinear behaviour.

PAs maintain linear operation in a low efficiency operating region, i.e. very little of

the DC power is converted to output RF signal power.
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2.2.1 Nonlinearities of power amplifiers

2.2.2 Signal clipping

The modulation used in modern communication systems, such as 5G-NR 256 QAM,

enables a high throughput of data. The modulation schemes modulate phase and

amplitude of the signals to be sent. The input signal to the PA, will have a specific

Peak-to-Average Power Ratio (PAPR), as seen in Figure 2.6. The transmitted signal

may have high power peaks, causing further backing off to be necessary to combat

distortion of the output, as shown in Figure 2.3.

Figure 2.3: Illustration of signal clipping and presence of harmonic distortion

Different signal modulation schemes exhibit noticeable signal distortion in the time

domain. As stated the PAPR depends on the modulation scheme used. Should

the amplitude of a signal increase significantly, i.e. beyond tolerable power levels,

that are dictated by the transistor architecture, the PA may be driven into satu-

ration as seen in Figure 2.2. The previously described behaviour may result in an

abrupt change from the linear region into the saturated region, resulting in a sharp

discontinuity to the output signal, commonly referred to as clipping. Should this

occur, information contained in the signal will be lost and may result in frequency

spreading. An illustration of a signal being clipped can be seen in Figure 2.3.

2.2.3 Harmonic distortion

Harmonic distortion is caused by additional tones being generated in the frequency

spectrum. The tones typically arise from voltage and current variations due to
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deviations in frequencies. Harmonic distortion degrades the linearity of the PA, and

can be described mathematically from equation (2.5), as equation (2.7).

y(t) = a0+
a2X

2
in

2
+(a1Xin+

3a3X
3
in

4
) cos(ωt)+

a2X
2
in

2
cos(2ωt)+

a3X
3
in

4
cos 3ωt (2.7)

Additional tones are generated by passing a single tone, Xcos(ωt)), through the

non-linear polynomial function describing the PA. It can be seen from equation (2.7)

that harmonic distortion may be described as the power, or amplitude squared, A2,

at a multiple of the fundamental frequency(A2
nf ) compared with the power at the

fundamental frequency (A2
f ), as defined in equation (2.8).

HDnf =
A2

nf

A2
f

(2.8)

Total Harmonic Distortion (THD) refers to the sum of all of the harmonic distortions

present in the output signal, described by equation (2.9).

THD =

√∑N
n=2 A2

nf

A2
f

(2.9)

2.2.4 Intermodulation distortion

Transmission of two (or more) frequencies, nominally ω1 and ω2, through a PA

results in intermodulation distortion. The output signal of the PA will include

the originally transmitted signal and images of the transmitted signal at multiple

frequencies of ω1 + ω2 and ω1 − ω2, as illustrated by Figure 2.4.

Even ordered intermodulation products will occur out of band. Odd ordered inter-

modulation products will not only occur out of band but also close to the originally

transmitted signal on the frequency spectrum. Should these odd order intermod-

ulation products contain sufficient power, interference with the transmitted signal
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Figure 2.4: Illustration of intermodulation distortion

will occur, as well as with the frequencies/other users adjacent to it. The effects of

strong intermodulation products will culminate in spectral defects, i.e. the trans-

mission requirements of a given signal will not be maintained. This process, if not

addressed, has the potential to produce bit errors in the transmission signal and

will affect the transmitter in terms of efficiency with DC power being converted to

redundant RF signals.

The effect of nonlinearity on the PA output signal can be visualised in both the

frequency domain and time domain in Figure 2.5.

Figure 2.5: Experimental PA input and output signal, showing spectral regrowth and
nonlinearity in the frequency domain and time domain. These signals were collected
by transmitting a 5MHz WCDMA signal from MATLAB using an FMCOMMS3
through 10W RFHIC PA
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2.2.5 Memory effects

Memory effects are deviations in the PAs output due to the causal relationship

between current and preceding signal values. Memory effects can be categorized

into two classifications, based on their period duration.

1. Long term memory effects

2. Short term memory effects

Long term memory effects are variations caused by temperature and aging equip-

ment. Long term memory cause variations that are independent of signal bandwidth.

Short term memory effects are typically caused by energy stored in the PA, such

as in the drain supply, gate bias supply and the frequency response of the PA. The

duration of short term memory effects are typically less than a few micro seconds

and are directly related to signal bandwidth. The bandwidth relationship can be

concluded by the passband of the PA and the charge/discharge time of electronic

components within the PA. Short term memory effects can be mitigated against by

using polynomials with memory capabilities to encapsulate PA output behaviour, as

seen in equation (2.10). Long term memory effects may be lessened using methods

such as assuming linear dependence of the parameters of a conventional model to a

long term memory parameter, as in [6].

y(n) =
M∑
m=0

fm(x(n−m)) (2.10)

where n refers to the current input signal sample, M is the memory order and m

refers to the memory delay.

2.3 Signal modulation

During transmission, the information is mapped into one of the properties of a sine

wave; amplitude, frequency or phase. During reception of a signal at the receiver,

30



the sine wave is remapped and the mapped information is extracted. The sine wave

is known as the carrier. The frequency of the carrier signal is the carrier frequency

fc and represents the frequency in the radio spectrum where the transmitted signal

is centred. Radio frequency signals can be transmitted through mediums such as

wire, air, fibre optic, water, space etc.

2.3.1 Orthogonality of signals

Two signals, s1(t) and s2(t), are orthogonal should their inner product be equal to

zero, as seen in equation (2.11).

〈s1(t), s2(t)〉 =

∫ b

a

s∗1(t)s2(t)dt (2.11)

Sinusoidal signals are commonly used in communications due to the ease of manipu-

lation of orthognol signals. Sinusoidal signals at different frequencies are orthogonal

if their frequencies are a multiple of a common reference frequency. A sine wave and

a cosine wave with identical frequency are orthogonal, as seen in equation (2.12).

〈sin(2πfc(t)), cos(2πfc(t))〉 =

∫ T

0

sin(2πfc(t)) cos(2πfc(t))dt = 0 (2.12)

2.3.2 Modulation

The information signal can be transmitted in the analogue or digital domain. In

the analogue domain, the input signal directly modifies the amplitude, phase, or

frequency of the carrier signal. Therefore, the information signal must be also ana-

logue. One form of modulation is Amplitude Modulation (AM), where the input

signal varies the amplitude of the carrier signal. AM is given by equation (2.13) and

done by multiplying the information signal, I(t), and the carrier signal, sin(2πfct).

s(t) = I(t) sin(2πfct) (2.13)
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Quadrature Amplitude Modulation (QAM) superimposes two AM signals at the

same frequency, but with the carrier 90 degrees out of phase. QAM is beneficial

in the way it allows the frequency spectrum to be shared by two signals of equal

bandwidth because the carriers are orthogonal due to the phase change of the carrier

and can be seen in equation (2.14).

s(t) = I1(t) sin(2πfct) + I2(t) sin(2πfct+
π

2
) (2.14)

Frequency Modulation (FM) varies the frequency of a carrier waves. Frequency and

phase modulation can be seen in equations (2.15) and (2.16) respectively.

s(t) = A cos((2πfc(t) + k.I(t))) (2.15)

s(t) = A cos(2πfc(t) + k

∫ t

−∞
I(τ)dτ (2.16)

PM signals are more resilient to nonlinearities in RF systems. Demodulation of PM

signals is achieved by passing a signal through a bandpass filter designed to preserve

only the fundamental frequency, and using a phase-locked loop (PLL), found in

FPGAs, to extract the instantaneous frequency of the signal.

Digital modulation is also referred to as “symbol mapping” as the number of bits

at the input are mapped onto a particular symbol given at the output. A digital

information signal is expressed in bits and transmitted into the digital modulator

at a particular bit rate fb. A single bit (or more) are grouped to be mapped into a

single symbol (M-bits per symbol). The output symbol rate is equal to the input bit

rate divided by the number of bits per symbol. The pulse width filter (eq: Gaussian,

Raised Co-sine and Sinc) is responsible for limiting the bandwidth of the signals.

Symbols can be represented as a point in two dimensional space on a constellation

diagram. The X and Y co-ordinates represent the amplitude of an in-phase (cosine)
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and quadrature (sine) component. A symbol represents one, or more, bits, contin-

gent on the number of symbols. Co-ordinates of the X and Y on the constellation

diagram is representative of the arrangements and movements of symbols undergoing

diverse modulations at carrier frequency. There are a number of digital modulation

schemes used throughout this thesis, Orthogonal Frequency Division Multiplexing

(OFDM), Coded Division Multiple Access (CDMA), Amplitude Phase Shift Keying

(APSK) and, Quadrature Amplitude Modulation (QAM).

QAM is modulated using a combination of AM and PM - the phase and amplitude

are altered in tandem and an example can be seen in Figure 2.7. QAM allows for a

high order of modulation which facilitates higher data transfer from the information

signal. A trade-off is that high Signal to Noise Ratio (SNR) is necessary in order to

mitigate against symbol errors.

Figure 2.6: CCD vs PAPR. PAPR of multiple signal modulation schemes

WCDMA is implemented by spread spectrum techniques. Spread spectrum tech-

niques multiply slower data by a high-speed code, the rate of which is called the
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Table 2.1: Comparison of mobile communications signal standards at native band-
widths

Radio access
technique

Frequency range
Peak data

rate
Modulation

Schemes
PAPR
(dB)

3G 1.8- 2.5 GHz 2Mbps WCDMA 6-8
4G 2 - 8 GHz 1Gbps OFDM 6-12

5G
> 6 GHZ

25-39 GHz
>1Gbps CP-OFDM 10-12

DVB 950 - 2150 MHz 58.8 Mbps APSK 6 -8

Figure 2.7: Example of 64QAM constellation diagram

chip rate, known as spreading sequence. The use of spread spectrum techniques

allows for an expansion of bandwidth by the ratio of data rate to code rate (referred

to as spreading factor) and multiple user access of the frequency channel. To im-

plement spread spectrum digital modulation a symbol is multiplied by a spreading

sequence or code associated with a particular user. The codes of two different users

are orthogonal to each other, ensuring no interference between users.

OFDM is a multiple access modulation technique that allows for spectrum overlap

between signals at multiple frequencies (as seen in equation (4.11)) resulting in sig-
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nals that are uniquely recoverable. OFDM allocates the frequency band by dividing

it into multiple smaller bands - allowing for users to use the channel constantly.

Guard bands are typically used between the channels to avoid adjacent channel in-

terference. The OFDM multiple access modulation technique is achieved by dividing

a given high-bit-rate data stream into numerous parallel lower bit-rate streams and

modulating each stream on separate carriers, called subcarriers. Subcarriers are

chosen with the purpose that they are all orthogonal to one another. The first sub-

carrier is set to a frequency that it has an integer number of cycles in a symbol

period. Subcarrier spacing between adjacent subcarriers is then set to BSC = B
(L−1)

,

where B is the nominal bandwidth and L is the number of subcarriers. This ensures

the equivalent tones are orthogonal to one another over the symbol period. The

advantage of OFDM is it’s ability to combat intermodulation distortion.

APSK constellation diagrams are constructed such that the symbol points are config-

ured in concentric rings of constant amplitude, as seen in Figure 2.8. An advantage

of APSK is that it is a modulation scheme that can be structured to pre-distort

itself. Altering the distance between the concentric rings prior to transmission en-

ables pre-distortion of the signal in a way that counteracts the effects of transmission

distortion [7].

There are legal requirements for transmission of wireless communications, however

there are multiple standards in place due to specific applications working better

under certain conditions. The standards examined in this thesis are described in

the following sections.

3G - Universal Mobile Telecommunications System

Wideband Code Division Multiple Access (WCDMA) is used in the digital signal

standard of 3G networks, otherwise known as Universal Mobile Telecommunica-

tions System (UMTS), and is standardized by the International Telecommunication

Union used for mobile telecommunications networks that comply with the Interna-
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Figure 2.8: Example of APSK constellation diagram

tional Mobile Telecommunications-2000, specified by 3GPP [8]. WCDMA is a spread

spectrum multiplexing communications scheme that allows individual orthogonal

spreading codes to overlay multiple user data over the same 5MHz channel, using

the following mapping techniques QPSK, 16 QAM and 64 QAM.

4G-Long Term Evolution

Orthogonal frequency-division multiplexing (OFDM), is a digital signal modula-

tion scheme used in 4G networks, otherwise known as Long Term Evolution (LTE).

LTE offers increased bandwidth of 20MHz per channel. OFDM is comprised of

multiple sub carriers. Each sub carrier is capable of implementing separate modula-

tion schemes. The resilience introduced by the ability to use disparate modulation

schemes allows for flexibility compared to WCDMA, OFDM has a higher PAPR [9].

As discussed, increased bandwidth and high PAPR contribute to the nonlinear be-

haviour of a PA.
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5G-New Radio

5G - New Radio(5G NR), is a radio access technology that also uses OFDM.

5G NR allows for simultaneous signal transmission and reception, and uses wider

bandwidth channels. Both time and frequency domain modulation techniques allow

for more efficient use of the frequency spectrum and includes guard bands to prevent

propagation loss [10]. Carrier spacing is flexible in 5G NR, and allows for subcarrier

modulation to be QPSK, 16QAM, 64QAM or 256QAM.PAPR reduction techniques

must be implemented for 5G NR signals as, with OFDM, the signals have typically

high PAPR [11]. 5G NR combats intersymbol interference (ISI) with the help of a

cyclic prefix.

Digital Video Broadcasting

The Digital Video Broadcasting (DVB) standard is an application of DVB to satel-

lite communications. In 2014, DVB-S2X was standardised to surpass the prior

state of the art of DVB, DVB-S2. The main design improvement is that the avail-

able frequency spectrum is used more efficiently, supporting higher data rates using

32APSK, 64APSK or 256APSK modulation schemes [12].

2.3.3 Chapter summary

In summary, the main difference between the aforementioned radio access techniques

or signal standards are the modulation schemes used and operating frequencies, as

seen in Table 2.1. Different modulation schemes produce different PAPR. There are

multiple sources of distortion when transmitting a signal through a PA. The contri-

butions within this thesis offer methodologies such that the research solutions have

been focused on 5G radio access techniques, with some research solutions applicable

to all four standards introduced above, while combating the distortions introduced

by signal transmission and reception through a PA.
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Chapter 3

Power Amplifier Behavioural

Modelling and Digitial

Predisortion

PAs exhibit nonlinear behaviour, causing signal distortion in transmission. A signal

sent through a PA will experience distortion at different power levels, dependent

on what PA architecture is used. Ideally, PAs should operate with a high power

output and illicit linear behaviour. This chapter will discuss elements critical to

behavioural modeling and DPD, focusing on the PA in Figure 3.1.

Figure 3.1: Components of concern for DPD

Figure 3.2 illustrates the nonlinear behaviour of a PA. A single carrier 5MHz WCDMA

signal, sent through a PA at different power levels, the red signal is linear but trans-
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mits at a much lower power, reducing its efficiency. The blue signal is transmitted at

a much higher power level and thus experiences distortion. Nonlinear behaviour of a

PA is typically more beneficial than linear behaviour as a better power efficiency is

achieved, i.e. the output power of a PA can be maximised with minimal DC power.

PAs that emit very low power behave inefficiently as a higher input power is needed

to achieve a higher output power. In Figure 3.2 it can be seen that the AMAM

curve is linear in the instance of a lower transmit power, in red, and nonlinear in

the case of a higher transmit power, in blue.

Figure 3.2: 5MHz WCDMA signal transmitted through a PA at different input
powers to depict the nonlinearity elicited

Without compensation however the PA output will be nonlinear. The nonlinear

behavioural generates spectral regrowth and could ultimately interfere with neigh-

bouring channel signals. Spectral regrowth can be seen in plots of power spectral

density, as the magnitude increase in the side lobes of the signal.

39



3.1 Power Amplifier Classes

In order to appreciate the division of RF PA’s into classes, first the time domain

behaviour of the active circuit must be examined. Average power is given in the

time domain by equation (3.2), where Vp and Ip refer to the peaks of voltage and

current respectively.

Figure 3.3: Voltage and current waveforms in time domain

Pavg =
1

T

∫ T

0

v(t).i(t)dt (3.1)

Where, v(t) = Vp sin(ω(t)) and i(t) = Ip sin(ω(t) + φ) and can be viewed in Figure

3.3.

The resultant of equation (3.1) can be viewed in Figure 3.4. Equation (3.1) can also

be written discretely by equation (3.2).

Pavg =
1

2
VpIpcosφ (3.2)

The phase difference between the voltage and current waveforms, gives a minimum
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Figure 3.4: Equation (3.1), the integral of the product of v(t) and i(t)

and maximum of power due the cosine function in the equation. At the maximum

point of φ, the voltage and current are in phase, meaning power is being dissipated,

converting energy into heat. At the minimum point of φ power is generated as the

current and voltage waveforms are out of phase, and can be seen in Figures 3.5 and

3.6.

Figure 3.5: Power being generated and dissipated as φ = 0toπ

In a practical sense one can determine if a component is a power generator or a

power dissipater by plotting the sign of the voltage and current product - if it is
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Figure 3.6: The Figure to the left shows that both the current and voltage waveforms
are out of phase, i.e. power is generated. The Figure to the right shows that both
the current and voltage waveforms are perfectly in phase i.e. power is dissipated

negative power is being generated. If it is positive power is being dissapated as seen

in Figure 3.7.

PA’s are classed based on their conduction angle, or φ, during which the PA passes

current i.e. if the PA is constantly passing current, the conduction angle is 360◦.

The current and voltage waveforms are out of phase.

3.1.1 Class A Power Amplifier

Class A PAs allow current to flow for the entire cycle of the AC input supply i.e.

the conduction angle is 360◦. The complete signal present at the input is amplified

at the output. The following Figure 3.8 shows an example of a circuit diagram for

Class A PA, where the bias level depicts the DC offset originating from the transistor

power source.

The function of a PA is to deliver RF power. Using a transistor such as a BJT or

MOSFET powered by DC to produce a gain, amplifies the input signal by the gain to

produce a higher power output signal. In the case of the class A PA the transistor
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Figure 3.7: Left: Components generating power. Right: Dissipating power

is constantly biased in order to facilitate the conduction angle 360◦, ensuring it

conducts during one complete cycle of the input signal waveform. Class A amplifiers

voltage and current waveforms are out of phase as in Figure 3.6.

Figure 3.9 shows a class A PA output waveform offset by a DC supply (i.e a bias level

of DC current Idc and voltageVdc). In the case of Figure 3.9, the voltage and current

wave forms, given by equations (3.3) and (3.4) respectively, fluctuate in value from

approximately twice the Vdc and Idc, to zero.

v(t) = Vp sin(ω(t)) + Vdc (3.3)

i(t) = Ip sin(ω(t) + φ) + Idc (3.4)

The dissipated power is highlighted purple in Figure 3.9, and given by equation

(3.5), similar to that of equation (3.1).

43



Figure 3.8: Example of class A PA circuit

Pdiss =
1

T

∫ T

0

v(t).i(t)dt (3.5)

The power generated is calculated by removing the DC current and voltage biases

from equation (3.5) and can be written as equation (3.6).

Pgen =
1

T

∫ T

0

[v(t)− Vdc].[i(t− Idc)]dt (3.6)

The result of equation (3.6) is negative and seen to be highlighted green in Figure

3.9. As energy must be conserved, the area of the dissipated power combined with

the area of the generated power must be equal to the DC power supplied to the

transistor, as given by equation (3.7).

Pdc = Pdiss − Pgen (3.7)

The output efficiency (ηout) of a PA is given by

ηout =
Pgen

Pgen + Pdis
=
Pgen
Pdc

(3.8)
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Figure 3.9: Class A PA waveform example, where Vdc and Idc are circled

Table 3.1: PA classes and conduction angles

PA class Conduction Angle
A 360◦

AB 180◦ → 360◦

B 180◦

C,D,E,F < 180◦

It can be deduced from equation (3.8) that for class A PAs half of DC power will

be converted to RF power.

Classes of PAs are classed by their conduction angle, similar architectures are used

as the above Class A. Table 3.1 displays commonly known PA classes and their

corresponding conduction angle.

Classes of PA’s have been well studied, as has efficiency enhancements using external

circuitry by a number of researchers [13–17] and [18] .

3.1.2 Switch mode power amplifier: Class D

As articulated above, the drain efficiency of a PA can be significantly improved by

reducing the conduction angle. In extreme cases, or switch mode PAs, the con-
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Figure 3.10: Ideal class D PA

duction angle is minimized and the PA device ’switches’ between saturation and

cutoff points. The saturation state refers to when the switch is turned on, i.e. the

resistance is zero. The cutoff points refer to when the switch is off and experiences

infinitely large resistance.

Class-D PA

The class-D PA was proposed in [26] to efficiently convert DC energy to AC energy.

Since then this type of PA has been widely used for numerous applications, such as

dc-dc converters, fluorescent lamps, and wireless transmitters, etc.

The prominent advantage of adopting class-D PAs, specifically for RF applications,

is that of high drain efficiency compared to class-A, AB, and B PAs, due to the

switch operation described above. There are two main categories of class D PAs:

• current switching : the drain is fed by a current source

• voltage switching : the drain is fed by a voltage source

The class D can be described with the aid of Figure 3.10. The transistor is repre-

sented as an ideal switch with a saturation resistance rs. DC current is supplied

from Vcc, RFC depicts an RF Choke. RL is a part of the output circuitry as an
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active load output connected to a DC block capacitor Cb.

Assuming the input signal to the PA is a square wave with a 50% duty cycle. The

operation of the class D PA can now be described mathematically in two states,

when there is infinitely large resistance and the second with no resistance.

When the switch is turned on, Kirchoff’s law states that

is(ωt) = iL(ωt) + Icc (3.9)

Vcc = iL(ωt)RL+ is(ωt)rs (3.10)

Solving equations (3.9) and (3.10) a mathematical expression for the switch current

can be seen to be given in equation (3.11).

is(ωt) =
Vcc + IccRL

RL + r
(3.11)

Thus when the switch is on, the current cannot flow and the drain current can be

expressed as equation 3.12.

is =


0, 0 ≤ (ωt) ≤ π

Vcc+IccRL
RL+r

π ≤ (ωt) ≤ 2π

(3.12)

As the input signal is square, there will be infinite harmonics in the drain current.

The first two harmonics can be expressed using the Fourier expansion

I0 = Icc =
1

2π

∫ π

0

i(ωt)d(ωt) =
Vcc + IccRL

RL + 2rs

I1 = 1
π

∫ π
0
is(ωt) sinωtdωt = 4I0

π
(3.13)

The power delivered to the load at the fundamental frequency will be :
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P1 =
1

2
I2

1RL =
8

π2 RLV 2
cc

RL+2rs

2 (3.14)

The drain efficiency can now be determined as:

η =
P0

IOVcc
=

8RL

π2(RL + 2rs)
(3.15)

To find the ideal, or most efficient case, rs = 0. The drain efficiency of the class

D PA would be η = 81%, meaning that, 19% of the DC power supply is spent for

higher harmonics. The main advantage of using the class-D PA is that there is a

low voltage across the drain-source transition.

3.1.3 Doherty PA

The Doherty PA was first published in 1936 to ensure high efficiency for signals

of PAPR between 6 to 10dB [19]. As seen in Figure 3.11 [20], the Doherty PA

architecture is designed to implement a topology using two active devices. The

active devices amplify components of the input signal conditional on the magnitude

of the signal. Active load modulation is the overarching technique used by Doherty

PAs which varies load impedance to PAs according to the transmitted signal’s output

envelope, allowing for a controlled variation of the instantaneous output power [21].

The Doherty PA is capable of amplifying signals with high PAPR, due to its two PA

architecture, whilst maintaining high power efficiency. The main PA is typically a

Class B or AB PA, sometimes referred to as the carrier amplifier.The auxiliary PA,

sometimes referred to as the peaking amplifier, is usually a Class C amplifier [22].

Two quarter-wave transformers are connected at the input to the auxiliary PA and

the output of the main PA, to compensate for a 900 phase shift introduced by the

transformer in the main amplifier.

The two PAs are:
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Figure 3.11: Block diagram of Doherty PA

• Carrier Amplifier : The carrier amplifier is typically operated in class B and

induces gain at power levels at reduced powers compared to that of the peaking

amplifier.

• Peaking Amplifier : The peaking amplifier is typically operated in class C.

When the peaking amplifier is cut off the load impedance of the carrier ampli-

fier is greater than that of the conventional amplifier, allowing the saturation

region to be realised at a lower input voltage.

When the peaking amplifier is conducting, it starts to generate an output

current, increasing the impedance seen from the carrier PA. In order to reduce

the power generated by the carrier PA to the load, an impedance inverter is

added. The impedance variation in the time domain dictates that the carrier

amplifier remains in the more efficient saturation mode as the power generated

by both the carrier and peaking PA’s increase . If the current of the peaking

PA increases twice as fast as the current of the carrier PA, at the peak value

of the input signal they both generate the same peak power [23].

As in the class A PA above, the input voltage of the source dictates its output

current due to Ohm’s law.
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The Doherty PA, as seen in Figure 3.11, requires configuration of a splitter and

combiner. The splitter and combiner allow the power to be directed to the cor-

responding amplifier and the outputs to be added to provide the complete output.

Both the splitter and combiner need to accomplish phase and matching requirements

to ensure maximum power efficiency [24].

There are different configurations of the Doherty amplifier

• Symmetric Doherty: the peaking and carrier amplifiers have the same size.

Both amplifiers contain identical matching circuitry and input voltages. The

symmetric Doherty suffers from power degradation because the bias point of

the peaking PA is lower than that of the carrier PA. The current of the peaking

PA at maximum input drive voltage reaches below the maximum current level,

i.e full modulation of the load is never achieved.

• Asymmetric Doherty: In order to overcome the power performance of the

symmetric Doherty PA, Asymmetric Doherty PA architecture is altered by

applying more power to the peaking cell. The current and voltage maximums,

as described above for the Class A PA, of the peaking amplifier increase pro-

portionally to the input voltage level. The voltage reaches the maximum

voltage at the maximum input voltage [24]. The main motivation for using an

Asymmetric Doherty PA is to increase the peak to average power backoff.

• Digital Doherty : the digital Doherty PA configuration allows the input signal

to be split digitally and fed to both the peaking and carrier PAs separately.

The digital Doherty PA enables performance improvement by allowing for

adaptive phase alignment in the digital domain, which compensates the phase

impairment between the two paths when the peaking amplifier is active. The

digital Doherty eliminates phase delay inherent to impedance mis-matching.

• N way Doherty : The N way Doherty PA configuration provides N parallel

paths with N-1 peaking amplifiers. The topology of the N way Doherty PA

allows for higher efficiency i.e. achieving higher output power at back off
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regions. The N way Doherty is an active area of research [19, 24] with new

topologies released for specific use cases.

3.2 Power Amplifier Behavioural Modeling

Behavioural modeling is used, in this thesis, to produce models of PAs that take

into account nonlinear distortions and memory effects and characterise them ade-

quately while maintaining high accuracy. Behavioural modelling is a mathematical

approximation of the system’s response to a stimulus. A PA’s behaviour can be

estimated by examining system input/output relationships. PA behavioural models

are commonly constructed using polynomial equations. Polynomial models used to

characterise PA behaviour are often capable of being used as DPD structures for

linearisation.

Behavioural modeling is an active area of research as it is difficult to enscapulate

a PA behaviour, one model can be derived for one operating point, but should the

input magnitude change the model may no longer be accurate. To compound this

problem heat may also effect PA behaviour [25], other sources of distortion can also

be present such as coupling [26].

3.2.1 Memoryless models

Memoryless behavioural models do not take into consideration previous values of in-

put/output signals, assuming the current output relies on the current input. Mem-

oryless models can only model nonlinearities that have little to no memory effect.

The static traits of a PA amplitude to amplitude conversion (AM/AM), as seen in

Figure 3.2, and semi static traits of amplitude to phase conversion (AM/PM) are

assumed to be static, allowing the model to consider the output signal as a function

of the phase and amplitude of the input signal.

The memoryless polynomial model is a simple yet powerful technique commonly
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used for PA behavioural modeling [27]. The model characterises a range of input

amplitudes, measuring the output amplitudes and phases, such that the response of

the system can be determined as in original works by [28].

3.2.2 Look Up Tables

Look-up-table (LUT) solutions for nonlinear power amplifiers have been previously

introduced for both behavioural modelling and predistortion. The chronology of

these LUT solutions shows new methods have emerged for both applications.

As a means of modeling the behavior of RF power amplifiers, a number of different

LUT approaches have been proven to be effective. A data-based nested LUT struc-

ture has equivalent performance to the memory polynomial for modeling of power

amplifiers exhibiting memory effects as shown in [29].

This LUT approach has been further extended to a 2-D LUT model for transmit-

ters/PAs exhibiting memory effects. With an additional dimension [30], the LUT is

expanded to take into account the dependency of the device behavior on the pre-

ceding samples. The 2-D LUT models the transfer function of the device under test

as a complex gain that is a function of the magnitude of the current and previous

samples.

More recently, Nunes et al. have demonstrated a LUT solution for high efficiency

power amplifier architecture [31].

3.2.3 Nonlinear behavioural models with memory

Nonlinear models with memory terms can account for nonlinear memory effects

as required. The inclusion of nonlinear memory computations allows for a more

accurate behavioural model, as effects from nonlinear memory are accounted for.

Nonlinear models with memory are focused on in this work.
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Volterra Model

A model structure that encompasses memory effects and non-linearities is the Volterra

series. Comparing the Volterra model to other more compact models, such as mem-

ory polynomial and generalised memory polynomial, it was found that the Volterra

model gives the most accurate modeling performance [32].

Behavioural modeling using the Volterra series combines numerous linear convolu-

tion and a nonlinear power series, allowing the system to be modelled while incor-

porating memory effects [33]. Although the accuracy of the Volterra model is high,

the computational complexity is also high as the number of parameters to be esti-

mated escalates rapidly as the nonlinear order of the model or the memory depth

are increased.

A system with finite order of non-linearity with finite memory depth can be described

in the discrete time domain, for a real value signal, by equation (4.1).

y(n) =
P∑
p=1

yp(n) (3.16)

Where,

yp(n) =
N−1∑
i1=0

· · ·
N−1∑
iP=0

hp(i1, · · · , ip)
p∏
i=1

x(n− ir)

Where x(n) and y(n) are the input and output signal to the system respectively.

hp(i1, ..., ip) represents the filter co-efficient expansion using, p, the highest order

for the non-linearity of the Volterra series expansion. N represents the maximum

memory tap length [34].

Please note only the odd powered terms are retained for the Volterra model and

even terms are discarded since they do not appear in the passband response if the

input signal is complex [35].
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Pruned Volterra Models

Subset model structures are often used in practice to reduce complexity while still

preserving high linearisation capabilities.

To perform modelling of a nonlinear channel using complex valued quadrature sig-

nals, the complex baseband Volterra series was first introduced and derived in [36].

Benedetto et al. proved in this work that odd-order passband Volterra series terms

produced outputs centred at the carrier frequency.

Inspired by [36], research was initiated by pruning even-order terms from many

polynomial baseband models, such as works [37–41]. By excluding the even order

model coefficients authors were able to reduce model complexity with minimal loss

of accuracy/performance .

The linearisation performance improvement gained from the inclusion of even-order

terms has been analysed in the works [42, 43]. The inclusion of even order terms

can provide improved linearisation capability, [42, 43], thus exclusion of odd terms

should be considered on a case by case basis.

Dynamic deviation reduction, [44], proposed reducing the number of memory terms

at each order of nonlinearity of the model. The authors established that the effects

of the nonlinearities decrease as the nonlinear order increases.

Radial pruning of Volterra series, proposed by [45], allows for pruning to be per-

formed based on a terms radial direction. Radially pruned Volterra is expressed

Volterra kernel mathematically as cubes and computed as (3.17).

yRPV(k) =
N∑
n=1

n∑
r=1

Sn,r∑
s=1

Q∑
q=0

hn,r,s(q)Πn,r,s {x(k), q} . (3.17)

Where r is the radial direction, s is the number of radial directions for a given

Volterra kernel and q is a scalar delay.

Polar and orthogonal descriptions of the Volterra series have been investigated [46].
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Pruning strategies are currently an active area of research. Producing concise models

allows for many potential benefits such as - lower latency and lower computational

cost.

Memory Polynomial Model

A polynomial constructed from the product of Volterra terms and terms character-

ising the signal envelope is known as a Memory Polynomial (MP) [42].

The MP is a model derived from the Volterra model comprised only by products

with the same time-shifts [47], and can be thought of as the diagonal coefficients

of the Volterra Model coefficient matrix. This model is formed by combining se-

lected individual filters for each nonlinear order. Combining these individual filter

responses is given by equation (3.18)

y(n) =
P∑
p=1

M∑
m=0

apmx(n−m)|x(n−m)|p−1 (3.18)

where apm are the estimated model parameters. P and M represent the highest

nonlinear order and the memory depth of the model, respectively.

The MP model employs P · M coefficients [48]. Subset models of the MP do exist,

such as the Envelope Memory Polynomial (EMP) [49].

The memory polynomial presented in equation (3.18) is an efficient alternative

method of modelling non-linear PAs. Comparing MP to Volterra series to model

nonlinear PAs the MP model is computationally less complex but can be less effi-

cient [32].

Generalised Memory Polynomial Model

The Generalised Memory Polynomial (GMP) [50] can be considered as MP models,

given by (3.18), to include leading and lagging cross-terms as seen in equation (3.19).
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u =
M∑
m=0

K∑
k=1

hmk · x(n−m) · |x(n−m)|k−1

+
M∑
m=0

K∑
k=2

P∑
p=1

hmkp · x(n−m) · |x(n−m− p)|k−1

+
M∑
m=0

K∑
k=2

Q∑
q=1

hmkq · x(n−m) · |x(n−m+ q)|k−1 .

(3.19)

Ka and La index the arrays for the input signal and it’s envelope;Kb, Lb and Mb

refer to the indexing of the input signal and it’s lagging envelope; and Kc, Lc and

Mc and are index arrays for the input signal and it’s leading envelope.

akl, bklm and cklm are the estimated model parameters. The cross-term basis func-

tions consist of signal permutations of input signal samples multiplied by the com-

plex envelope of delayed samples, as seen in equation (3.19). Subset models of the

GMP have been proposed such as the Complexity Reduced Generalised Memory

Polynomial (CR-GMP) [48].

Both the MP and GMP consist of a reduced number of coefficients compared to the

Volterra series. The Volterra Series is more accurate in describing nonlinearities [32]

when compared to GMP and MP but is also requires much more computation.

3.3 Power Amplifier Linearisation techniques

Numerous techniques to linearise the distortion of PAs have been proposed. These

techniques can be roughly divided into three categories.

• Feedback

• Feedforward

• Predistortion

Both feedback and feedforward techniques were introduced by H.S Black in the early
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1920’s [51].

Feedback linearisation techniques operate by utilising the output signal of the PA

and subtracting it directly from the proceeding input signal to the PA, ensuring

linear behaviour. This can be seen in block diagram form in Figure 3.12 .

3.3.1 Feedback technique

Figure 3.12: Feedback linearisation technique

Feedback linearisation techniques can reduce nonlinearity but suffers from poten-

tially high latency due to the architectural delay, limiting its application to narrow

band signals. The update is applied at the input to the PA. Feedback linearisation

has been widely employed in the past to provide compensation as it is typically

more efficient than feedforward techniques. Feedback linearisation can be achieved

by various mathematical procedures including polar, Cartesian and RF [15].

3.3.2 Feedforward technique

Feedforward linearisation uses two amplifiers. Distortion from the nonlinear PA

output (PAm) is extracted and subsequently transmitted through a second error

amplifier (PAe). Transmitting through the error amplifier allows the error to be

amplified and subtracted from the signal PAm resulting in a linear output signal

(y).
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Figure 3.13: Feedforward linearisation technique

Linearisation performance utilising feedforward techniques can be advantageous but

the net power efficiency achieved is typically low due to power consumption costs of

the error amplifier [52,53].

3.3.3 Predistortion technique

The pre-distorter technique manipulates a PA input to mitigate against nonlinearity

introduced by the PA. The PAs gain is nonlinear, thus the pre-distorter correction is

also nonlinear. Predistortion techniques have improved greatly over recent years as

digitally applied predistortion has become more advanced due to increasing compu-

tational power. Digital predistortion (DPD) can be seen in Figure 3.14. Analog pre-

distorton is also achievable but less commonly implemented. Analogue pre-distorters

use active devices such as field effect transistors and/or passive devices, for example

diodes, to perform linearisation but analogue devices are inherently less flexible than

digital implementations [15] and more costly.

DPD is implemented as a predisorter block before the PA. The digital domain is

used to introduce a complimentary or opposite nonlinearity caused by the PA. The

complimentary or inverse function of the nonlinearity is determined using various

DPD techniques, such as adaptive basis function polynomials, and will be the main

area of research for this work.
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Figure 3.14: Digital predistortion linearisation technique

DPD can provide a desirable solution to illicit linear behaviour and is a good compro-

mise in terms of performance and computational complexity. Behavioral modeling

of PAs requires functions that describe dynamic nonlinear behaviors, while DPD

synthesis is establishing functions of the inverse of the behaviour.

DPD, as depicted in Figure 3.14, presents the challenge of determining a predistorter

function, such that the output of the predistorter and PA system achieves highly

linear relationship to the input. The challenge lies in selecting a model structure

to implement the predistorter function and to determine the parameters of such a

model.

For the purpose of this work we are concerned with two DPD parameter identifica-

tion techniques.

• Indirect learning architecture (ILA)

• Direct learning architecture (DLA)

Indirect learning architecture

ILA is a parameter identification technique that was introduced by [54] and adapted

for use in DPD by [55]. ILA utilises the inverse modeling approach. A post-inverse

model, the postdistorter, of a PA is identified by using the PA output signal y(n)

to model the PA input u(n) and depicted by Figure 3.15.

Once the postdistorter has been identified, the describing parameters are then repli-
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cated and used as the predistorter.

Figure 3.15: Indirect learning architecture

The ILA criteria for minimisation can be expressed:

Θ̂ = argmin
θ
‖d(n)‖ (3.20)

where d(n) = u(n) − û(n), the error between the predistortion function and post-

distorter function, respectively. ILA assumes the error d(n) converges to zero [56],

leading to the assumption:

y(n) = Gx(n) (3.21)

Where G represents gain or scaling factor to normalise the power output of the PA

y(n) to the power of the input signal to the predistorter input signal x(n).

A problem with ILA is the error d(n) does not converge to zero. There are many

reasons for this, for example:

• The predistorter model may not be appropriately structured

• The parameters of the predistorter model may not be estimated without in-

troducing error

• Incorrect memory depth or nonlinear order of the model may not be suited to
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the input/output signal characteristics.

A study carried out in 2012, [57], showed that utilising a least squares error based

ILA parameter identification technique the presence of measurement noise occurring

in y(n) causes the parameter estimates to converge towards a biased solution.

Another problem to be considered for ILA is that of gain normalisation, determining

G, from equation (3.21). There are many proposed solutions to calculating G [58–

60], all of which cause different effects to the output power of the PA. Although

[58–60] all achieved high linearity, the altered average power of the PA before and

after DPD is undesirable.

Direct learning architecture

DLA formulates a pre-inverse model of a PA, directly diminishing the error between

the output of the PA, z(n), and the estimated output signal, ẑ(n) such that:

e(n) = ẑ(n)− z(n) (3.22)

Figure 3.16: Direct Learning Architecture

DLA estimates the parameters of the predistorter utilising digitally implemented

algorithms, depicted by Figure 3.16 as the Parameter Estimation block. There are

many proposed methods for DPD using DLA [61, 62]. Historically, an argument

against the use of DLA was that the algorithms were too computationally cumber-

some, but as technological advances continue, modern digital signal processors and
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FPGAs are increasingly improving relative to the latency experienced in the past.

DLA is implemented by identifying a first iteration forward model of the PA, an

algorithm, which models the nonlinearity is used to estimate the predistorter pa-

rameters that minimize the error, seen in equation (3.22), which are then in turn

used to generate a predistorted signal u(n) that is applied to the real PA at its input.

Comparative studies have been carried out to determine the best parameter identi-

fication technique, ILA or DLA, to utilise [63, 64] but as stated, these comparisons

may be out of date as in recent times [65] adaptive DLA and ILA with high compu-

tational complexity have been implemented with low latency. The work in this thesis

uses both DLA and ILA in different instances and a comparison of the methodologies

proposed using both ILA and DLA is being considered.

3.4 Power Amplifier Modeling and Linearisation

Routines

3.4.1 Least Squares

Least squares (LS) estimation is a process where the input and output signals are

analysed in vector form. The optimal solution is derived from direct matrix inversion

[46]. The LS solution is identical to the solution of the minimum mean square

error (MMSE) solution, although is dissimilar in the method of extraction. The LS

solution can be determined solely using the input and output data. The LS algorithm

determines coefficients such that the cost function given by (3.23) is minimised.

J(n) =
1

n

M∑
t=1

(y(t)−XTw)2 (3.23)

Where y is the output signal, X the input signal and w the coefficients.

The most advantageous weights are guaranteed to be determined if the data set

is representative of the device under test. The disadvantage of the LS estimation
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process is that if X is large the computational complexity is inherently larger also.

3.4.2 Recursive least squares

Recursive least squares (RLS) is a well known training method used for training

the behavioural models of PAs [66, 67]. The exponentially weighted RLS algorithm

can be adequately described in terms of its cost function. Model coefficients, are

adapted based on the cost function J(n), shown below in equation (3.24).

J(n) =
n∑
k=1

λ(n−k)(d(k)−HT (n)X(k))2 (3.24)

λ is an exponentially weighted factor, 0 < λ < 1, controlling the convergence speed

of the function, referred to here, as the forgetting factor. λ closer to 1 enables the

algorithm to decay slowly, tracking signal alterations more closely. The inverse is

true for λ tending to 0. d(k), refers to the actual output signal at sample k. Filter

coefficients, H(n), are determined such that the weighted average of the squared

estimation error is minimised from time k = 1 to k = n. [46]. X(k) represents the

input signal to the model at sample k.

Both the Recursive Least Squares (RLS) and Least Mean Square (LMS) technique

have been employed in the calculation of DPD parameters [46, 68]. Detriments to

these methods however, are slow convergence rates (LMS), due to over determined

input/output relationships and resulting in intense computations [69] and instability

without modification. Using RLS without limiting the input training signal length

could also lead to instability during training [46].

3.4.3 Batch training - least squares

LS can be altered to be a batch estimation technique. Authors of [70] estimate

that it is the Best Linear Unbiased Estimator (BLUE) once Gauss-Markov criterion

are met. Best, according to the authors, meaning it provides the estimator with
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minimal variance. Basis functions are derived from a block of samples and then used

to extract DPD/behavioural modelling parameters. DPD/behavioural modelling

coefficients, h , can be calculated using equation (3.25) [71].

h = (Y TY −1)Y T e (3.25)

Y is a matrix of basis functions. Each matrix of basis functions describes a signal

permutation of the PA output signal y and the error signal e.

3.5 Performance metrics

3.5.1 Normalised mean square error

A metric utilised to assess a models performance is Normalized Mean Square Error

(NMSE). NMSE can be written as equation (3.26).

NMSE =

∑N−1
n=0 |y(n)− ŷ(n)|2∑N−1

n=0 |y(n)|2
(3.26)

y(n) is the measured signal at the PA output and ŷ(n) denotes the estimated modeled

output. NMSE is used to evaluate the in-band performance of the model.

3.5.2 Error Vector Magnitude

Error Vector Magnitude (EVM) is another figure of merit utilised when measuring

the accuracy of a model and is determined by the integrity of a digital modulation

scheme utilised. Analysing the discrepancy between the ideal constellation points of

a modulation scheme and the experimentally measured PA output signal is utilised

to determine an error known as EVM. The EVM is defined by [72] given by Equation

3.27.
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EVM =

∑
|Y (k)− Yd(k)|2∑
|Yd(k)|2

(3.27)

where Yd(k) is the constellation points extracted from the reference signal yd(n) after

demodulation and Y (k) is the constellation extracted from the measured output

signal y(n). EVM is used to estimate the impact of signal processing techniques,

the non desirable effects in the transmission of the signal [73].

Error vector magnitude (EVM) is a measure of distortion caused by a nonlinear sys-

tem. EVM is calculated by evaluating individual signal samples and comparing them

to ideal constellation points. Ideal constellation points and measured constellation

points can be seen in Figure 3.17, resulting of an average EVM of -10.2dB.

Figure 3.17: QPSK constellation diagram with visually appreciable EVM error.
The input signal was transmitted through a channel injected with 20dBW Additive
White Gaussian Noise (AWGN).

3.5.3 Adjacent channel power ratio

Adjacent channel power ratio (ACPR) is an out-of-band performance metric, mea-

suring the power of the distortion components that leak into an adjacent channel

compared to the power of the signal in the main channel [74]. The ACPR is given

as equation (3.28).
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ACPR[dB] = 10log10
Padjacentchannel

Pmainchannel

(3.28)

The adjacent channels are the frequency bands equal to the baseband signal band-

width, either side of the main channel, in the frequency domain. Adjacent bands

typically contain the Inter Modulation Distortion (IMD) products from a nonlinear

PA.

3.6 Chapter summary

In conclusion, there is substantial work done and being done in the modeling and lin-

earisation of multiple classes of PAs. The experimental works proposed in this thesis

utilises both Doherty and Class AB PAs. Many researchers have proposed methods

to simplify PA models, and metrics to quantify the savings i.e low NMSE indicates

an accurate model. This thesis focuses on models deduced from the Volterrra series

and Doherty class PAs. In further chapters both RLS and LS batch estimation are

used as training techniques and both DLA and ILA are used in validating PA DPD

technqiues.
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Chapter 4

Ensuring Stability for DPD

Training

A considerable drawback with using the Recursive Least Squares (RLS) technique

is the instability of the coefficients during the training of the model. Using RLS

without limiting the input training signal length can lead to instability during train-

ing [46]. This chapter provides a computationally efficient technique to detect the

onset of instability during adaptive RLS training and subsequently to inform the

decision to cease training of dynamic memory polynomial based behavioural mod-

els, to avoid incorrect training after the onset of instability. The proposed technique

does not require modification of the RLS algorithm, merely an observation of the

pre-exsisting autocorrelation function based update. This technique is experimen-

tally validated using four different signal modulation schemes, LTE OFDM, 5G-NR,

DVBS2X and WCDMA.

4.1 Related works

In this section of this thesis, a review of the existing works contributed towards RLS

instability detection is presented with associated advantages and disadvantages.

Previous works by the author of [75], demonstrated that altering the RLS algorithm
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to include periodic regularisation and maximum and minimum eigenvalue limitations

can help to maintain stability. Regularisation by padding the diagonal of the au-

tocorelation function causes a slight degradation in dynamic range. The method of

padding the autocorrelation function is relatively simple although it is not disclosed

in the paper how the eigen decomposition was calculated. The disadvantage of this

methodology that extra computations are needed. Computations are needed to set

the eigenvalue thresholds and to determine a suitable padding window. A disadvan-

tage associated with this methodology is that the padding window is susceptible to

noise and that disparate accuracy was reported dependent on the eigenvalue limits

and regularisation period.

Authors of [76] alter the RLS algorithm by adapting a hybrid approach of directional

and exponential forgetting factorisation to implement an adaptive forgetting factor.

The proposed methodology ensures stability and convergence to a minimum error.

Disparate accuracy of the proposed method is reported when comparing results

using alternate PAs. The results are highly dependent on a priori statistical PA

data. The high data dependency leads to reduced accuracy of RLS estimates. Due

to the high computational complexity of works by [76], this method suffers from

increased latency.

In [77] two computations of DPD coefficients are performed, with one set of coef-

ficients specifically containing peaks. The computational complexity introduced by

the necessity of computing two sets of DPD coefficients is an unattractive solution.

Authors of [77] report an improvement in error estimation when compared to the

RLS algorithm alone but it does not eliminate instability.

Research conducted by [78] proposes utilising a hybrid approach adopting both RLS

and Least Mean Squares (LMS) for performing DPD. The adaptive algorithm utilises

RLS when the error signal is large, for quick convergence, and subsequently automate

their algorithm to adopt LMS when the error is below a set threshold value. The

work by [78] details an improvement of 17dB when compared to a system without
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DPD. The validation in this work is simulated. This hybrid approach for DPD

produces favourable results, but a sudden increase/decrease in error, as experienced

in typical experimental work, could cause the error threshold to switch RLS to LMS

or visa versa.

Recent research [79] presents a method to modify the RLS algorithm by applying

an error threshold. The update is based on the computation of the error as seen in

(4.7). Should the value of the error at an instantaneous time sample be above the

error threshold at any particular time sample, the algorithm re-computes the error

for the following time sample, omitting the previous from the calculation of the DPD

coefficients. The methodology proposed by [79] reports a 30dB improvement when

compared to the un-modified RLS algorithm. The validation performed in [79], using

a memory depth of 2, is simulated but the methodology would be robust against

spurious noise. Authors of [79] present results which indicate severe latency, which

indicates that this method would be unsuitable for use in practice by a base station,

as very low latency is required by the 5G-NR standard [2] .

In [80], Swaminathan et al, propose a variable forgetting factor. Computing both

a variable convergence factor and variable forgetting factor improves the steady

state alignment of the proposed method when compared to both the LMS and RLS

algorithm. [80] reported a 6dB mean square error improvement when compared to

the RLS algorithm. Authors of [80] minimise the a priori error signal of the RLS

function when determining the variable convergence factor and variable forgetting

factor, which are updated by thresholding the value of the bit error rate. The

authors present a look up table method to apply DPD.

Works by [75–79] and [80] all propose techniques that require additional compu-

tations and or a modification of the RLS algorithm in order to maintain stability

during training. In this thesis a method is presented to produce a computationally

efficient approach to avoid the onset of instability during model coefficient train-

ing for the RLS algorithm. The aforementioned works present alternative methods
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Table 4.1: Training signal length relationship to memory tap length

Memory tap length Maximum signal length (samples)
1 13400
2 11400
3 7800
4 7100
5 7000
6 5800
7 5200

Table 4.2: Training signal length relationship to sampling frequency

Sample frequency(MHz) Max signal length(samples) RMSE
7.68 14200 0.0263
15.36 14100 0.0147
30.72 14200 0.0331
61.44 14100 0.0339
122.88 13800 0.0307

to this thesis and predominantly focus on reducing the NMSE. As a result of the

above works altering the RLS algorithm authors, such as [78] and [79] , achieve an

improved NMSE at the cost of increased computational complexity.

Each model order of non-linearity encounters the onset of instability at a different

time sample for the same dataset. The calculation of minimum error is estimated

using equation (4.8), for different memory lengths depending on the nonlinear order

of the model as shown in equation (4.4). Therefore there is a finite input length of

training signal X(n) that can be used for a model before instability occurs, regardless

of the value of non-linear order, memory tap length and sampling frequency, as can

be seen comparing Tables 4.1, 4.2 and 4.3.

The influence of increasing the number of memory taps is much greater than that

caused by increasing the order of nonlinearity of the model or altering the sampling

frequency [81]. The effect of increasing the memory taps alone can be seen in Table

4.1. The effect of increasing the nonlinear order of the model can be seen in Table

4.3.

The Tables 4.1, 4.2 and 4.3 utilise a wideband code division multiple access (WCDMA)
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Table 4.3: Training signal length relationship to model order of nonlinearity

Nonlinear order Maximum signal length(samples)
2 14100
3 12900
5 6600
7 6400

5MHz bandwidth single carrier signal sent through a Doherty PA at 2.6GHz. For

the experiment the input signal is set in order to drive the PA into saturation and

both the input and output are sampled at 30.72 MHz. Figure 4.1 presents the trans-

mitted and received signals by the Volterra model used in this investigation, given

by equation (4.1).

y(n) =
P∑
p=1

yp(n) (4.1)

Where,

yp(n) =
N−1∑
i1=0

· · ·
N−1∑
iP=0

hp(i1, · · · , ip)
p∏
i=1

x(n− ir)

Where x(n) and y(n) is the input and output signal to the system respectively.

hp(i1, ..., ip) represents the filter co-efficient expansion utilising, p, the highest order

for the non-linearity of the Volterra series expansion. N represents the maximum

memory tap length chosen [34].

4.2 The RLS training algorithm

Recursive Least Squares (RLS) is a well known training method used for training

the behavioural models of PAs [66, 67]. RLS is an iterative form of least mean

squares [46] that converges to a minimum error while training a model after fewer

iterations than LS [66,67].

The following equations give a mathematical description of the RLS algorithm to

minimise the cost function in equation (3.24) by minimising the error ε to update

H(n) and the update matrix C−1(n) in an iterative fashion, heuristically as in the
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Figure 4.1: Input and output signals sent through Doherty PA

conventional RLS algorithm [46] where K(n) depicts the gain vector.

ε(n) = d(n)−XT (n)H(n− 1) (4.2)

K(n) = C−1(n)X(n) (4.3)

C−1(n) =
C−1(n− 1)

λ
− K(n)XT (n)C−1(n− 1)

λ
(4.4)

H(n) = H(n− 1) +K(n)ε(n) (4.5)

Where,

C(n) =
n∑
k=1

λ(n−k)X(k)XT (k) (4.6)
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e(n) = d(n)−XT (n)H(n) (4.7)

C(n) depicts the weighted least squares auto-correlation function, X(k)XT (k), of

the 1×N dimensional input vector X(n).

When updating the RLS algorithm model coefficients as seen in equation (4.5), the

size of C−1(n) is determined by the total number of a given models coefficients given

a particular memory length and model order of nonlinearity. Increasing the order

of nonlinearity and memory tap length of the model increases the size of C−1(n),

thus eigen decomposition can become extremely complex.

One objective when performing DPD and behavioural modeling is to identify the

most computationally efficient structure which can accurately characterise the be-

haviour of a PA, enabling the calculation of the most concise set of coefficients to

predistort a signal successfully.

Small increments in either the order of nonlinearity or memory depth can greatly

increase the number of model coefficients, which in turn can severely reduce the

computational efficiency of the model. However, the opposite scenario where the

nonlinear order or memory depth can be reduced will greatly reduce the computa-

tional effort required.

4.3 Auto correlation function

Equation (4.4) of the RLS training algorithm presents that the expected value of

C−1(n) is a function of the auto correlation matrix. When examining an isolated

sample of the input signal, Xn, it is treated as a random variable with expected

values in the form of E{XXT }. This is used in equation (4.6) and expanded in

equation (4.8) to illustrate the behavior of the calculation .

73



Figure 4.2: An illustration of the error signal increasing in magnitude versus time
samples of the input training signal. Instability is indicated by a rapid increase in
magnitude, as shown for each nonlinear order of the Volterra model.

Rxx =



E[X1X1] E[X1X2] . . . E[X1Xn]

E[X2X1] . . .
...

...

E[XnX1] E[XnX2] . . . E[XnXn]


(4.8)

Equation (4.8) assumes that all of the components are real random vectors. Should

the vectors be considered as complex values random vectors Rxx must be in Her-

mitian form [46], which is not realisable in every model when using various memory

and nonlinear order values.

The autocorrelation function contains eigenvectors. Eigenvectors are vectors that

have both direction and magnitude. The direction of the eigenvectors tend towards

the point of convergence [82], between two data points, or sampled points. Once

the point of convergence, or minimum error, is reached the eigenvectors and values

become oscillatory, continuing to attempt to point in the direction of largest variance
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[83].

With a memory length of N , the auto-correlation matrix takes into account N pre-

vious values of x(n). Using a large value for N memory taps leads to an accelerated

convergence of the minimum error. Aggregating the new values of C(n) causes in-

correct values of the eigenvalues, which represent the variance of the data along the

eigenvector directions. This is because equation (4.8) includes memory taps which

have introduced variance and been calculated as dissimilar to the input signal X(n).

4.4 A novel early stopping criterion

RLS is an iterative form of the LS estimation. For a linear system, the LS estimate

is given by

Ax = b (4.9)

The LS solution calculates a value of x such that Ax is the closest value as possible

to b. LS exploits the fact that ‖b− Ax‖ is the square root of a sum of squares.

Consider A to be an n×m matrix, b is in Rm, the LS solution of (4.9) is a value of

x in Rn such that

‖b− Ax̂‖ ≤ ‖b− Ax‖ (4.10)

for all x in Rn. Considering (4.10) graphically in vector form the LS estimate deems

that Ax will be in column space A (C(A)), as it is inherently limited to C(A). LS

calculates a value of x such that Ax is as geometrically close to b as possible in terms

of distance, such that ‖Projection(b)− b‖ → 0

Ax̂− b ∈ CA (4.11)
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Figure 4.3: Illustration of orthogonality of LS estimation on column space A

b̂ must be the orthogonal projection of b on to Col(A), for the solution of Ax = b̂

to be valid. This entails that Ax = b̂ is consistent and that there is a solution of x̂

in Rn. By the orthogonal decomposition principle, the projection has the property

that b− b̂ is orthogonal to Col(A) [84].

In RLS the cost function as seen in (3.24) can be written as equation (4.12).

J(n) =
n∑
k=1

λ(n−k)(d(k)− d̂(n))2 (4.12)

As illustrated above in Figure 4.3 d̂(n) must be orthogonal to d(n), a change in

phase indicates a change in the d̂(n) projection. λ(n−k) is inherently a scalar value.

Multiplying by λ(n−k) will not change the phase of d̂ as the imaginary term will

always be 0.

Aforementioned related works focused on improving the NMSE or adding additional

computational complexity by altering the RLS algorithm, thus increasing latency.

This chapter determines a method by which to cease training of the model using RLS

before instability occurs. Instability can be circumvented by a simple observation of

a value that is pre-existing natively in the conventional RLS algorithm and therefore
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does not increase computational complexity, minimising latency.

The update matrix as in equation (4.4) is calculated by the difference of two separate

matrix manipulations, with one matrix manipulation containing the more current

information of the autocorrelation function, consisting of the right hand side of

equation (4.4). Henceforth, this will be referred to as the change in update matrix

and denoted it as 4C−1(n), as defined in equation (4.13). Equation (4.4) is a

difference equation which has the potential to generate eigenvalues that result in

a divergence from the trajectory of minimum error [46]. To avoid the estimated

output of the model diverging from the least squares error, previous authors have

examined eigen analysis of the auto correlation function. This involves altering the

limits specified in the auto correlation function based on the statistical analysis of

the specific input training signal and, therefore, requiring individual computations

for each respective training signal.

4C−1(n) =
K(n)XT (n)C−1(n− 1)

λ
(4.13)

As RLS minimises the linear least cost function, the phase 4C−1(n) , given by

equation (4.14) , is expected to tend toward the projection of the minimum error

with consistent phase, i.e the desired output and actual output are tending toward

the same point in the complex plane. Significant deviations in the complex values of

4C−1(n) from the original trajectory indicates definitively the onset of instability.

The phase of 4C−1(n) was chosen as the stopping criterion as it does not add any

additional computational complexity as it can be carried out as an observation.

θ(4C−1(n)) = tan−1 Imaginary(4C−1(n))

Real(4C−1(n))
(4.14)

By observing 4C−1(n) on a sample per sample basis it is possible to identify the

sample point at which instability begins to occur. As the auto correlation function

relates X(n) and X(n − 1), which contain N − 1 common elements, and therefore
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should remain highly similar to previous values. Observing the first element of

the matrix 4C−1(n), allows for a comprehensive measurement of the eigen vector

behaviour as the diagonal values of 4C−1(n) will be identical as seen in equation

(4.8). In this way, a deviation in the sample to sample values in 4C−1(n) indicates

a deviation from the trajectory towards the minimum error.

Figure 4.4: Illustration of phase discrepancy, of 4C−1(n). θ1 depicts the phase of
the first element of 4C−1(n) is 0.1876 Radians. θ2 is 0.5278 Radians. * The limits
of this figure have been truncated for aesthetic purposes. Please note the magnitude
of the second unstable 4C−1(n) extends to co-ordinates 0.5891 + 0.2888i

Figure 4.4 depicts how stability may be inferred from the change of phase for the

first element in 4C−1(n). As previously stated, stability is indicated by the plotted

vectors remaining in close proximity to the trajectory of minimum error. A change

in direction and sudden increase of the magnitude of the vectors indicates that the
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estimate d̂(n), is tending away from the plane of the least squares estimation of the

error.

While a simulated PA will not introduce any external errors into the model, ex-

perimental validation may incur errors such as those resulting from noise. As such

it is necessary to introduce a threshold into the early stopping criterion to prevent

premature termination of training. The tolerance we suggest is that the phase com-

ponent of the first element of 4C−1(n) should fall between ∓0.25 Radians. The

phase of the first element of 4C−1(n) rises rapidly, as can be seen in Figures 4.7

(a) and 4.4. Therefore ∓0.25 Radians was considered to be a suitable threshold for

ceasing training prior to an extreme divergence of the phase component. This al-

lows for the RLS algorithm to preserve high fidelity of the estimated output without

major alteration to the RLS algorithm.

In Figure 4.4 it can be seen that the model behaviour has become imbalanced i.e.

the vectors have exceeded ∓0.25 Radians prescribed tolerance. Once the point of

convergence, or minimum error, is exceeded the eigen vectors are becoming oscilla-

tory and increase in magnitude, i.e. attempting to point in the direction of largest

variance, ∞ [83]. Therefore, it is beneficial to cease training once the point of con-

vergence has been exceeded as defined by the prescribed threshold that is applied

to the resulting surrogate measure obtained from the first value of the matrix given

by equation (4.8).

4.5 Experimental validation

In order to validate the early stopping criteria proposed in this work a variety of

single carrier signals are sent from an AD-FMCOMMS3 evaluation board, through

a Doherty PA RFHIC RTP26010N1 driven by a driver amplifier (NXP BGA7210)

centered at 2.6GHz. The corresponding input and output signals are sampled at

30.72 MHz.

As can be seen in Figure 4.5 the hardware configuration to complete model extrac-
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Figure 4.5: Experimental hardware setup

tion was a combination of the ZC706 development board and FMCOMMS3. The

SMA cables were connected from the a transmitter to the input of the PA (NXP

BGA7210), into the RFHIC high power PA and connected back via a reciever port

from the output of the PA. A spectrum analyser, Rhode & Schwarz FSL, was used

to visualise nonlinearities.

Various degrees of nonlinearity were measured by the proposed setup. Signal power

was increased to induce severe saturation as shown in Figure 4.6. Prompting this

response from the PA enabled the authors to discern the fidelity of the PA model

and ensure robust modelling.

To illustrate the onset of instability an arbitrary memory length and order of non-

linearity was tested. For the purposes of illustration both values were set to 2

producing Figure 4.7. Each of the four modulation schemes become unstable at

different time samples (n) as seen in 4.7 (a). DVBS2x becomes unstable at n=

1.3742× 104, WCDMA becomes unstable at n=1.385× 104, 5G NR becomes unsta-

ble at n =1.425× 104 and OFDM LTE becomes unstable at n = 1.428× 104.
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Figure 4.6: AMAM plot of examples of input output signal pairs sent and received
through the PA using AD-FMCOMMS3

Figure 4.7 (b), plots the experimentally measured output of the PA versus the

estimated output of the PA model utilising the proposed algorithm. The early

stopping criterion algorithm ceased training prior to instability as defined by the

phase contained by the first complex value of 4C−1(n) > 0.25 Radians. Both

model estimated outputs were compared to the experimentally measured output in

terms of the Normalised Mean Square Error (NMSE) as illustrated by Table 4.4.

Figure 4.8 illustrates the onset of instability with regard to the phase, imaginary

and real component of 4C−1(n). The imaginary and phase components of the

first element of 4C−1(n) diverge by a large amount close to the point of onset of

instability.

The model utilising the proposed algorithm returned acceptable model accuracy in

terms of NMSE values, as seen in Table 4.4. The NMSE values listed in the table
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Figure 4.7: Experimentally measured output signal (a) estimated signal output
without early stopping criterion and (b) with proposed early stopping criterion. It
can be seen in (b) that the input training signal length has been truncated prior to
the onset of instability. Let it be noted that for illustrative purposes only samples
from 13700 onwards are depicted
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Figure 4.8: Real, Imaginary and Phase components of the change in the first element
of the update matrix, 4C−1(n), as the early stopping criterion is surpassed. The
early stopping criterion is shown as a constant 0.25 Radians threshold that indicates
instability when exceeded by the phase. Phase was chosen rather than the real
or imaginary components as the indicating factor in order to maximise the input
training signal length. Let it be noted the limits of this Figure have been truncated
for illustrative purposes. This Figure was produced using a nonlinear model order
and a memory tap length of 3

show that, by utilising the early stopping criterion, the NMSE value indicates high

fidelity between the estimated output and the actual output (visually illustrated

in Figure 4.9). Severe degradation of the NMSE values occurs rapidly after this

point, as shown by the NMSE values listed for +10 and +20 samples after the early

stopping criterion recommends the cessation of training. Not only will the early

stopping criteria prevent the training routine producing unstable outputs, but it

will also maximise the length of the input training signal. Therefore allowing the

continued reduction of the model coefficient error, maximising the accuracy of the

extracted model.
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Table 4.4: A comparison of NMSE values when stopped using early stopping crite-
rion(ESC), 10 samples beyond ESC, 20 samples beyond ESC

Signal Standard ESC ESC+10 ESC + 20
WCDMA -25.514 dB -24.737 dB 5.286 dB
DVBS2X -25.427 dB -14.459 dB 14.941 dB
LTE OFDM -24.904 dB -24.903 dB 4.118 dB
5G-NR -24.4079 dB -23.615 dB -3.136 dB

Let it be noted that this experiment was conducted with various nonlinear orders and

memory lengths. The early stopping criteria operated as expected, ceasing training

before the onset of instability, for all values of memory lengths and nonlinear orders.

As expected from Figure 4.2, the input training signal length approached instability

earlier as the memory lengths and nonlinear orders were increased.

Figure 4.9, plots the experimentally measured output of the model trained with dis-

tinct signal standards versus the estimated output of the model using the proposed

algorithm. All signals were 5MHz bandwidth single carrier signals sent through a

Doherty PA at 2.6GHz, the same experimental procedure as mentioned above.

The NMSE values shown in Table 4.4 for the various signal standards that the PA

model is accurate up to the point where the early stopping criterion identifies when

to cease training. Three of four signals NMSE values dis-improve marginally up to

ten time samples after the early stopping criterion is met. However, twenty time

samples after the early stopping criterion is met, the extracted model NMSE values

have dramatically degraded in all four cases. The NMSE values in Table 4.4 indicate

that, through the application of the proposed early stopping criterion, training is

terminated prior to instability occurring. This does not require alteration of the RLS

algorithm, only a monitoring of a single value that is inherent to the calculation.

Further experimentation was carried out in order to investigate the proposed early

stopping criterion. The same experimental set up was used to that above to qualify

the early stopping metric across a range of input power levels and bandwidths. The

PA used was a 2.6GHz Doherty PA and thus a 10MHz OFDM signal was chosen for

further experimentation.
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Figure 4.9: Experimental signal output versus estimated signal output for various
signal standards with proposed algorithm (a) 5G-NR, (b)DVBS2X, (c)LTE OFDM
and (d) WCDMA. In each of these cases it can be seen that the estimated output
corresponds closely with the experimentally validated output, indicating that the
applied algorithm does not negatively affect the modeling capabilities. Zoomed in
sections have been provided for clarity. Let it be noted that for illustrative purposes
only samples from 103 onwards are depicted
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Figure 4.10: AMAM of multiple 10MHz OFDM signals transmitted through a PA
at different input powers to depict the nonlinearity elicited and validated using
proposed novel ESC. Memory effects of the input output signal pairs is much more
severe than that in Figure 4.6

Table 4.5 qualitatively confirms that the proposed early stopping criterion operates

as expected for 10MHz bandwidths. It should be noted that the early stopping

criterion in this case reduces the number of input training sample length more pre-

maturely than that of the 5MHz experiment. This is due to the memory effects

present in the 10MHz input output signal pairs that was not as prevalent in the

5MHz AMAM plot as seen in Figure 4.6, when compared to that of Figure 4.10. By

placing a threshold on the phase of the first element of 4C−1(n), limits the phase

between the possible values between all estimations of d̂(n), a wider AMAM curve

contains values of d̂(n) that are more distant from one another. The below Table 4.5

was determined using the original phase threshold of 5 degrees, in order to extend

the input training signal length the threshold can be set higher.
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Table 4.5: 10MHz OFDM experiment

Input Power of signal
(dBm)

NMSE at ESC (dB) ESC+20 ESC+50

-18.34
n=13980

-55.8743 -55.8894 40.4820

-17.34
n=13512

-55.3910 -55.4080 30.5491

-16.34
n=13627

-55.5664 -55.5832 22.1272

-15.34
n=13342

-55.2836 -55.3009 -9.8311

-14.34
n=14038

-55.6723 -54.8082 419.3612

-13.34
n=13780

-55.5562 -55.5855 168.2840

-12.34
n=13812

-55.3174 -55.3492 170.1731

-11.34
n=13653

-55.2963 -55.3317 126.0777

-10.34
n= 13700

-55.1963 -55.2074 57.4600

-4.34
n=13604

-55.0205 -28.6387 159.183

-6.34
n=13028

-54.0881 -54.0973 42.3758

4.6 Chapter Summary

In conclusion, this chapter provides an early stopping criterion to identify the onset

of instability of a polynomial model during RLS training. Experimental validation

of the proposed procedure shows that the NMSE of the experimental output vs esti-

mated output indicates high fidelity until the point identified by the early stopping

criterion is exceeded after which point it deteriorates rapidly. NMSE values are

detailed in Table 4.4 and visually illustrated by Figures 4.4, 4.7, and 4.8. Applica-

tion of this early stopping procedure eliminates the need to apply supplementary

computational analysis, thereby minimising the computational complexity required

to guarantee a stable model while maintaining it’s accuracy. Automating this early

stopping procedure is conveniently implemented, only requiring the observation of
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a pre-existing value that is produced by the RLS algorithm, the autocorrelation

based update. This method has been experimentally validated for a high power 10

Watt PA using four distinct radio access techniques namely LTE OFDM, WCDMA,

DVBS2X and 5G-NR.

In the proceeding chapter a novel DPD technique will be introduced that allows for

reduced computational complexity.
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Chapter 5

DPD Dimension Reduction

As described in Chapter 1, complex configurations of PA architectures such as MIMO

and beamforming are commonly utilised to improve the overall system performance,

by increasing throughput of data [2]. The complexity of DPD solutions has grown

considerably in recent years as the performance demands of cellular network commu-

nications become ever more challenging. PA characteristics may change depending

on input stimulus. Therefore with arrays of PAs experiencing continuous changes in

operating conditions, ideally DPD parameters must also be continuously adapted.

A DPD solution should ideally produce a highly linear PA output signal using the

minimum number of coefficients. Overfitting and ill-conditioning is an area of con-

cern when training DPD coefficients [85]. Feature selection and/or extraction has

been a popular research topic concerning the reduction of DPD function dimension

which inherently mitigates against overfitting.

5.1 Related works

DPD coefficient estimation is typically performed using an iterative optimisation

algorithm such as the LS, as described in Chapter 4. Typically DPD is over de-

termined [85]. Polynomial-based DPD exhibits structural multicollinearity between

predictors, enabling researchers to intelligently prune DPD coefficients that do not
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contribute to the efficacy of the DPD linearisation [86,87]. Multi-collinearity refers

to coefficients adding little to no value to the DPD structure and will be explained

further within this chapter.

Authors of [88] allow for function reduction and a change of basis by employing

Principal Component Analysis (PCA). Authors of [89] use a partial least squares

(PLS) algorithm, which allows for the basis matrix used in the DPD estimation to be

transformed at every iteration. The Orthogonal Matching Pursuit (OMP) algorithm

is used to determine which basis functions contributed most to the DPD adaption.

The drawback of these aforementioned methods is the complex sorting algorithms

necessary in order to rank effectiveness of each coefficient on their respective models,

resulting in high computational costs.

In this chapter, a method is introduced for selectively partitioning the DPD coeffi-

cient updates. Basis functions within a DPD model can be selectively partitioned,

and updated separately. The rationale of updating only a portion of the DPD coeffi-

cients is that all coefficients when calculated do not converge uniformly over training

iterations [90].

The Frisch–Waugh–Lovell (FWL) theorem [91] can be applied to allow a local update

of a single partition while the remaining coefficients are held constant. The FWL

theorem gives a formula for partitioned LS estimates and shows that residuals from

any multiple of sequential regressions are identical [91].

5.1.1 Multicollinearity

Modeling and DPD inaccuracies of Volterra based models typically a result of poor

parameter estimation. Poor parameter estimation referring to incorrect order of

nonlinearity chosen, inaccurate memory length and also statistical features of basis

functions. Basis functions are all possible values of input signal permutations multi-

plied by model coefficients to replicate the output signal of a PA. There are inherent

structural multicollinearity between basis functions. The inherent multicollinearity

90



is due to each coefficient being determined using the same signal - i.e. more than

two basis functions used during parameter estimation are highly linearly related,

where there is very little or no additional information given by the preceeding basis

function.

Multicollinearity is problematic in DPD/ behavioural modeling as it increases com-

putational cost while adding very little value to the parameter estimation.

Consider the least squares batch estimation technique described in Chapter 3 and

given by equation (5.1).

h = (Y TY −1)Y T e (5.1)

As described in Chapter 3, h refers to model coefficients, deduced from a data matrix

of basis functions Y , solving the LS estimation problem. Should coefficient values

of Y repeat there is no improvement on the projection to the minimum error.

5.2 Methods commonly used to mitigate against

multicollinearity

Feature selection refers to the process in which redundant parameters are removed

from a larger set of DPD parameters. Although these operations are extremely useful

the algorithms needed to sort which parameters are valuable and/or redundant are

typically computationally expensive.

5.2.1 Partial Least Squares (PLS)

Authors of [89] perform PLS inside a DPD adaptation loop to actively adjust the

basis function matrix in a subsystem. The basis reduction is implemented iteratively

allowing for a dynamic DPD loop that operates according to the residual linearisa-

tion error, defined as the difference between the actual and the desired linear PA
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output signals. PLS regression is a technique that reduces the basis functions to

a smaller set of uncorrelated components and performs least squares regression on

these components, instead of on the original data, unlike LS. Authors of [89] use a

computationally costly algorithm, the Dynamic OTM algorithm is used to reduce

the number of predictors into a smaller data set. As discussed above, this extra

computation results in longer latency but yields excellent results.

5.2.2 Principal Component Analysis (PCA)

PCA has been experimentally validated by previous authors for use in feature se-

lection in DPD [92]. PCA performs eigen-decomposition using Singular Value De-

composition (SVD), where the LS estimation process sorts the diagonal elements of

the SVD into values aligned in decreasing order of magnitude.

The reduced SVD of the matrix A can be expressed as (5.2) [93], where redundant

columns and rows have been omitted.

A = UΣV T . (5.2)

Where U is an n by n unitary matrix, Σ is an n by m diagonal matrix and V is an

m by m unitary matrix.

The first element in the matrix corresponds to the element that contributes the most

to the estimated output signal, and the last the least contribution. Authors of [92]

truncate the matrix at a point in which the remaining matrix diagonal coefficients

describe the majority of the variance between parameters, i.e. there is a sudden

drop in magnitude across the coefficients. PCA calculates the point in which it is

determined that a particular singular value is the last singular value of relatively high

contribution. Truncating the SVD matrix at this point will eliminate the features

that account for the lowest variance, leaving the remaining terms unaffected. The

reduced set of DPD coefficients h can now be calculated as (5.3).
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h = VpΣ
−1UT e. (5.3)

Where the diagonal elements of the reduced matrix Σ coefficients describe the ma-

jority of the variance between parameters.

5.2.3 Regularisation

Regularisation is a technique where a function adds a penalty or cost to an opti-

misation function [94]. Ridge regression is a technique of regularisation that adds

a bias, λ to the LS coefficient estimation process. The LS expression can now be

expressed as equation (5.4) [94].

ĥ = (Y TY + λI)−1Y T e (5.4)

Where I is the identity matrix. The process is implemented such that as λ increases,

the magnitudes of the estimated coefficients shrink. The minimisation problem to

obtain ĥ, shown in (3.25), is adjusted to obtain the best fit for a biased set of DPD

coefficients, ĥλ, as seen in equation (5.5).

ĥλ = arg min
h

n∑
i=1

|ui −
m∑
j=1

Yijhj|2 + λ
∑

Yij = u− Y h2 + λY (5.5)

Ridge regression-based techniques are inherently susceptible to the effects of outliers

[94].

5.2.4 Least Absolute Shrinkage and Selection Operator (LASSO)

LASSO is a regularisation technique performed by the addition of the absolute value

of the coefficients as a bias to the LS loss function [95], and seen in equation (5.6).
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h = (Y ′Y )−1Y ′e− λ1

2
b (5.6)

Where b is ±1 depending on the sign of the corresponding coefficient and λ1 is the

shrinkage coefficient. LASSO is a regularisation technique that has been previously

experimentally validate both PA models and PA DPD coefficients [96–98].

5.3 The Frisch Waugh Lovell Theorem (FWL)

In order to fully understand the Frisch Waugh Lovell (FWL) Theorem there are two

critical types of matrices used to manipulate the linear algebra proof of FWL. The

first essential matrix type is the projection matrix. A projection matrix (P ) is a

linear function on a vector space v, such that when its order is increased it remains

equal i.e. P 2 = P 5. Considering a linear projection matrix, p, on to v, the vector

space which is a two-dimensional line. The projection of x is equal to Px̄, where Px

returns the point on v that is ’closest’ to x. This can be seen graphically in Figure

5.1, where the green line shows the orthogonal projection and the red lines show

non orthogonal projections.

’Closest’ typically implies euclidian distance given between two points p and q by

equation (5.7).

d(p, q) =

√√√√ N∑
i=1

(pi − qi)2 (5.7)

Where N refers to the maximum dimension of the vector space.

In matrix form the projection matrix can be derived as follows. As above a point

x in N dimensional space, vector space v and project x on to v such that the

minimisation is given by equation (5.8).

argminc =

√∑
i

(xi − x)2 = argminc
∑
i

(xi − x)2 = argminc
∑
i

(cvi − x)2 (5.8)
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Figure 5.1: Graphical representation of linear projection

This rearrangement can be done as the square root is a monotonic transformation.

The optimal value of c is equal as any potential point x along v is a scalar multi-

plication of the line cv. Equation (5.8) is then differentiated resulting in equation

(5.9).

d

dc

∑
i

(cvi − x)2 =
∑
i

2vi(cvi − x)2 = 2(
∑
i

cv2
i −

∑
i

vix) (5.9)

Converting equation (5.9) from summation notation to matrix multiplication results

in equation (5.10).

2(
∑
i

cv2
i −

∑
i

vix) = 2(cv′v − v′x) =⇒ 0 (5.10)

Solving equation 5.10 gives equations (5.11).
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2(cv′v − v′x) = 0

cv′v − v′x = 0

cv′v = v′x

c = (v′v)−1v′x

(5.11)

Hence the projection of x on to v gives equation (5.12).

P = v(v′v)−1v′ (5.12)

In terms of regression notation, vector coefficients of linear regression are typically

expressed using X, such that equation (5.12) can be written as equation (5.13).

P = (X ′X)−1X ′X (5.13)

The projection matrix when applied to an outcome vector y produces a set of pre-

dicted values. Hence the relationship between linear projection and regression can

be seen in equation (5.14).

ŷ = (X ′X)−1X ′Y ≡ PxY (5.14)

The second matrix needed is the residual maker matrix M . M is the compliment of

P , as seen in equation (5.15).

M = I − (X ′X)−1X ′X (5.15)

The matrix M can now be manipulated as seen in equation (5.16).

My = y − (X ′X)−1X ′y ≡ y − Py ≡ ε (5.16)

96



Where ε is the residuals from regressing Y onto X. The complementary relationship

between M and P can now be deduced as in equations (5.17).

y = ȳ + ε ≡ Py +My

Iy = Py +My

Iy = (P +M)y

I = P +M

(5.17)

By leveraging the relationship of the matrices above FWL states the basis function

Y as seen in (5.18), can be segmented in to two or more sections such that

Y = Y1h1 + Y2h2. (5.18)

Where Y1 and Y2 are the partitioned basis functions of size n× k1 and n× k2. The

partitioned sets of coefficients h1 and h2 are regression coefficients respectively. FWL

asserts that it is possible to re-specify a linear regression model by manipulating the

residual of only one partition of the basis function. The equation (5.18) can be

re-specified according to the FWL theorem as

ûM1 = M1Y1ĥ1 +M1Y2ĥ2 +M1e. (5.19)

û is the estimated output, e is the error between the estimated and actual output.

M1 is the residual maker of Y1, which encapsulates the variation of Y1 that cannot

be resolved by Y2 and given by (5.20). M1Y1ĥ1 = 0, as the regression of Y1 on itself

yields no variance unexplained by Y1

M2 = I − Y2(Y H
2 Y2)−1Y H

2 . (5.20)

The superscript H denotes the Hermitian transpose. A partitioned LS regression
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can now be performed. To do this, (5.23) can now be solved using FWL such that

ĥ = (Y H
1 M2Y1)−1Y H

1 M2e. (5.21)

In this way only the coefficients from the first or targeted partition are updated.

The second partition remains static. LS is a global estimator, employing all coeffi-

cients regardless of convergence rate in its estimation as seen in (5.22). Allowing for

reduced computational complexity, i.e LS must perform a matrix inversion costing

(O(C2N)), versus FWL (O(C3)). DPD coefficients do not converge globally. Parti-

tioning Y supports select coefficients to be updated locally, supporting convergence

of the partitioned basis functions, in turn directly influencing the trajectory of the

global error more rapidly.

For this chapter the indirect learning adaption was used and is defined as the min-

imisation problem (5.22) and seen in Figure 3.15.

ĥ = ||u− Y h||2. (5.22)

The matrix Y is an m by n matrix of signal permutations of the PA output signal,

y, equivalent in selection to those in X.

The DPD coefficients were extracted by solving (5.23).

ĥ = (Y HY )−1Y He. (5.23)

The error signal, e, for an ILA is calculated as (5.24) [99].

e = u− û. (5.24)

98



Where the post-distorted signal, û, can be expressed as (5.25).

û = Y ĥ. (5.25)

5.4 Experimental Results

To validate the proposed technique an experimental testbench was developed, as

shown in Figure 5.2. The testbench consisted of a Skyworks SKY66297-11 PA, an

Analog Devices AD9375 transceiver board, MATLAB on a local PC and a Rohde &

Schwarz FSL spectrum analyser. A 40 MHz 5G-NR signal was passed into the PA

and the output signal captured using the observation receiver of the AD9375. The

PA output was also attenuated and monitored on the spectrum analyser to confirm

correct operation of the PA.

Figure 5.2: Experimental hardware setup for experimentation on novel FWL DPD
technique

As a reference, a 103 coefficient GMP based DPD function was used to linearise the
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PA. The LS and LS with FWL methods were both used to train the DPD coeffi-

cients and subsequently compared. The LS and FWL method achieved a superior

normalised mean square error (NMSE) performance.

The relative performance of the two approaches over two iterations can be seen in

Table 5.1. The NMSE, error vector magnitude (EVM) and number of coefficients

updated for both the LS and LS with FWL methods are displayed in Table 5.1.

Figure 5.3: Error signal for LS and FWL with LS

Table 5.1: Performance Comparison

Method LS FWL
Coefficients Updated 206 107

NMSE (dB) -40.4597 -44.8611
EVM (%) .9484 .5714

The experimental results in Table 5.1 show that updating only a select partition of

the basis functions can more effectively linearise the dynamic nonlinear PA distor-

tions. By applying LS with FWL to train the DPD coefficients allows for convergence
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Figure 5.4: Frequency domain representation at baseband

of the partitioned basis functions to achieve a lower error. This is evidenced in the

results by the decreased error value of the LS with FWL in Figure 5.3.

Figures 5.4 and 5.5 demonstrate the linearisation and experimental validation con-

structed using LS with FWL and LS linearisation techniques on a 40MHz 5G-NR sig-

nal. Additional computational complexity due to pruning algorithms on the model

are avoided. A frequency domain plot of the linearised PA output, and the orig-

inal PA input and output is shown in Figure 5.4. AMAM characteristics for the

successful pre-distortion of FWL LS are also presented in Figure 5.5.

5.5 Conclusions

This chapter demonstrates a method for selective partitioned adaptation for a LS

trained DPD system. The novel methodology presented exploited the Frisch-Waugh-

Lovell technique to enable a more accurate adaptation. The partitioned regression
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Figure 5.5: AM/AM plot

was accomplished by applying the FWL theorem to a DPD function trained using LS

regression. The proposed methodology was experimentally validated by adapting

a particular subset of a GMP DPD function which linearised a PA amplifying a

40MHz 5G-NR signal.

The partitioning of model parameters is a research question unto itself. Partitioning

specific effects introduced by complex PA architecture may be adapted in further

work to allow for partitioning and updating segments of specific basis functions.

In the next chapter a novel DPD and modelling metric is introduced that allows for

reduced computational complexity and latency.
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Chapter 6

Metric for training signal

dimension reduction for high

frequency power amplifier

modeling and DPD

This chapter details a method to determine the maximum dimension reduction that

can be applied to the PA input signal while maintaining accurate modeling or pre-

distortion. A novel metric is presented that can identify if the PA input signal

is of sufficient characterisation to determine model coefficients for PA behavioural

modeling or DPD.

This chapter implements downsampling as an example of a pre-processing method

as it is an attractive solution of dimension reduction to implement in both DPD and

behavioural modeling. Although pre-processing by downsampling has been proven

using arbitrary downsampling factors, there is no previously published metric to

determine whether or not a downsampling factor will provide accurate DPD or

modeling coefficients.
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Figure 6.1: Matrix illustration of equation (6.1)

6.1 Related works

Downsampling is an attractive option to lessen the computations during model and

DPD coefficient extraction of PAs. Coefficients are typically determined using the LS

equation as seen in equation (4.9), but can be written more generically by equation

(6.1).

ŷ = Xw (6.1)

Where y is the N × 1 PA output, w is the M × 1 vector of parameters and X is the

N ×M data matrix, with N being the number of samples and M being the number

of basis functions of the model. The structure of this is shown in Figure 6.1.

The aim of feature selection is to reduce the size of M in the matrix X of equation

(6.1), as discussed in Chapter 5. Downsampling allows us to reduce N, notably

N � M . However reducing N has been done in the following related works in an

ad-hoc manner.

Reducing the sampling rate when computing PA DPD coefficients has recently been

an active area of research [100,101], identifying that relaxed sampling requirements

can be utilised when performing DPD.

Reducing the cost of hardware implementation for DPD can be achieved by sampling

at a lower rate or ’critically sampling’ the PA output signal. Using a low sampling

rate on the output signal to model or pre-distort these systems yields a dataset that
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facilitates a computationally simpler solution.

Authors of [102] use the GMP model in conjunction with LS error correction to

design an algorithm. The algorithm combines a minimal number of probabilistic

based samples to approximate an autocorrelation function to match histogram data

of consecutive samples. Work produced by [102] requires less computations than

standard LS GMP model, while maintaining the accuracy of the traditional consec-

utive behavioural modeling method.

Recent previous works by [103] utilised time interleaved DPD to achieve a reduction

in sampling rate to 1.5 of the signal bandwidth. The proposed methodology presents

that the introduction of a sliced multi-stage DPD can achieve comparable results to

that of conventional DPD. [103] method introduces latency due to the introduction

of supplementary time delays and increased computational complexity. Authors

of [104] propose a model in which a band-limiting function is incorporated in the

calculated DPD coefficients, while achieving comparable sampling rates as authors

of [103]. Bandlimited DPD requires an additional band limiting filter that may be

difficult and costly to design and implement [105].

Authors of [106] suggest the use of a reduced sampled Transmitter Observation

Receiver (TOR) output at an intermediate frequency. The experimental results

in the case of a ′non flat receiver′ requires additional computational complexity to

mitigate against non ideal effects of the frequency response of the custom built TOR,

without being considered degrades the accuracy of the DPD to a greater extent than

without DPD implemented. Work by [106] resulted in achieving a sub-sampling

factor of 100 consisting of a data set of 80 thousand samples.

6.2 Theoretical background

The probability density function (PDF) of a modulated signal, for both I and Q

samples is Gaussian, as the signal is treated as a random variable. Overlaying the I

and Q waveform probability curve in x- and y-axis illustrates that the IQ coordinates
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are proportional to the power of the signal, as depicted in Figure 6.2.

Figure 6.2: Illustration of Gaussian PDF of I and Q voltage waveforms, depicting
the maximum standard deviation and relationship to power

Information signals undergo modulation techniques based on the signal standard

being implemented. Consider, as in Figure 6.2, the QPSK modulation technique.

The distance between the real to real and imaginary to imaginary modulation points

depict the maximal standard deviation measure of voltage probability of the real or

imaginary components. The complex values of the modulated signal are propor-

tional to the resulting power level of the signal, indicating that maximum standard

deviation captures maximum power levels of the signal.

The central limit theorem states that as independent random variables are sampled

more frequently their distribution tends towards a normal distribution, which is

depicted by the PDF of the independent random variable, or signal sample [46].

The normal PDF is given by equation (6.2).
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f(x) =
1

σ
√

2π
e

1
2

(x−µ
σ )2 (6.2)

Where µ, σ and x refer to the mean, standard deviation and input signal values

respectively.

The above equations indicate that the PDF of an input signal alters with mean and

variance. The modulation of a signal limits the variance that a signal will undergo

to it’s maximum standard deviation in the digital domain.

The PDF of a random variable is completely defined once the mean and standard

deviation are specified [107]. Modulated signal variance is inherently limited, as

shown in Figure 6.2. As depicted by equation (6.2) the characteristics of the signal’s

PDF are determined by the mean and standard deviation of the signal, entailing

that if these values are maintained the signal may be represented by a lower number

of sample points.

The expected value (E(x)) of a PDF is calculated by equation (6.3) and can be seen

to contain an exponential indicating that there is a sharp increase or decrease in

the function dependant on the values of the mean and standard deviation. In other

words equation (6.3) is sensitive to any changes in mean or variance.

E(x) =
1

2πσ2

∫ ∞
−∞

xe
−(x−µ)2

2σ2 dx = µ (6.3)

6.2.1 The complementary cumulative distribution function

The complementary cumulative distribution function (CCDF) curve is used to de-

termine the PAPR of an information signal. This is done as in Figure 6.3 [108] by

following the steps below.

1. A modulated waveform varies voltage with time. The waveform shows the

voltage of either I or Q in the time domain as in Figure 6.2.
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Figure 6.3: The construction of a CCDF Curve

2. The I or Q waveform is then converted into a probability density function

curve. The probability of a modulated signal for I or Q is a Gaussian PDF.

3. The I and Q waveforms are overlayed on the probability curve in both the x

and y axes.

4. The power of the waveform is proportional to the sum of the square of I and

square of Q. The summation of the square of two normal distributions is a

Chi-squared distribution with two degrees of freedom. The curve is called

power PDF.

5. By integrating the PDF curve, it can be shown that the probability of the

power is below the upper integration limit. This integrated function is called

the Cumulative Distribution Function (CDF).

6. By subtracting the CDF from 100% probability and obtaining the “Comple-

mentary” CDF (CCDF = 1−CDF ), which indicates how likely the power is

to be at or exceed a given level.

7. The function is then normalised to determine the average power.

8. The log scale is used to illustrate more resolution of signal levels that occur at

very low probability, in other words infrequently.
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6.2.2 Confidence intervals

A confidence interval displays the probability that a parameter will fall between a

pair of values around the mean. The selection of a confidence level for an interval

determines the probability that the confidence interval produced will contain the

true parameter value i.e. the mean value. Table 6.1 lists the confidence interval for

a Gaussian PDF.

Table 6.1: Confidence intervals of Gaussian PDF

Confidence Interval Probability (%)
µ+ σ 68
µ+ 2σ 95
µ+ 3σ 99.7

The standard deviation is a measure of the amount of variation of a set of values.

A low value of standard deviation indicates that the values tend to be close to the

mean. A high standard deviation indicates that the values are dispersed out over a

wider range.

For a random variable A consisting of i → N data points, the standard deviation

(σ) is defined as in equation (6.4).

σ =

√√√√ 1

N − 1

N∑
i=1

|Ai−µ|2 (6.4)

Where µ is the mean of A.

Gaussian data forms a bell shape when plotted on a graph, with the sample mean

in the centre and the remaining data distributed on either side of the mean.

The confidence interval (CI) for data which follows a standard normal distribution

with sample mean x is given in equation (6.5).

CI = x± Z∗ σ√
N

(6.5)
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Z∗, the Z score, is a measure of how many standard deviations away from the

mean must be encapsulated in order to reach the desired confidence level, given by

equation (6.6).

Z∗ =
x− µ
σ

(6.6)

• Z∗ > 0 indicates that the x-value is greater than the mean.

• Z∗ < 0 indicates that the x-value is less than the mean.

• Z∗ = 0 indicates that the x-value is equal to the mean.

6.2.3 Digital sub sampling

The nature of the transceiver is that a signal is modulated pre-transmission accord-

ing to the modulation technique chosen. The time domain signal, pre-modulation,

is considered to be constructed of random variables. The modulated signal co-

ordinates, or power values, can be treated as standardized random variables, the

resulting PDF of both I and Q waveforms are Gaussian, as depicted by Figure 6.2,

implying that the maximum standard deviation of the waveform gives the highest

power peaks, as the co-ordinates furthest from the mean, located at the extremities

of the PDF.

It is widely accepted to use consecutive sampling data sets when training a be-

havioural model or computing DPD coefficients. In the samples the highest peak

of the time domain signal should be included. Multiple training sample selection

strategies have been proposed by previous works, such as consecutive sampling en-

compassing the highest peak in a data set, random sampling, sampling in order to

reconstruct the behaviour of a PDF and subsampling. Subsampling, by previous

works as discussed in the theoretical background, exhibit that subsampling to a

high degree is possible.

The mathematical expression proposed by this chapter, as given in equation (6.7),
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offers a method to determine if a downsampled signal can be used for accurate

modelling or pre-distortion, using simple statistical values.

6.3 Novel metric

µ

σ2
≈ µOS
σ2
OS

(6.7)

µ
σ2 is a coefficient of variation, a measure of dispersion of data around the mean, and

is the metric proposed to be used when performing DPD and PA modeling. Please

note the subscript OS refers to original signal. As described in the above theory

this metric will indicate the need to cease pre-processing of a signal. µ
σ2 was chosen

as it combines the effects of both equations (6.3) and (6.4).

As will be discussed further in this chapter, the effect of equation (6.4) with large

data sets is that of a scalar multiplier of 1
N−1

. As the N scalar value reduces, the

reliance of the mean and variance increases. This is because there are N −1 degrees

of freedom, which refers to the maximum number of logically independent values,

which are values that have the freedom to vary, in the data sample set. An increase

in the degree of freedom allows for a better fit to data, because more freedom is

allowed in the model structure. Thus with a low value of N , an alteration in mean

or variance will effect the coefficient extraction greatly.

Equation (6.7) cannot account for mean bias. Should the mean alter greatly due to

pre-processing there is an alternate metric given as equation (6.8).

∆µ

σ2
= 1 (6.8)

Where ∆µ refers to the difference in mean between the original input signal and

pre-processed signal. σ2 refers to the variance of the pre-processed signal. This

equation entails that the mean and variance should ideally increase proportionally.

An increase in both the mean and variance would entail that although the mean is
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Figure 6.4: ZCU111 DPD testbench

altering, the variance is altering in proportion to account for this change.

6.4 Experimental validation : DPD

To validate the proposed technique an experimental mmWave testbench was devel-

oped. A 40MHz 5G NR signal was transmitted using an RFSOC ZCU111. The

signal was then transmitted through an NXP PA centred at 26GHz. The experi-

mental set up can be seen in Figure 6.4. A GMP model, as described in previous

chapters, was used to determine the DPD coefficients. The same number of DPD

iterations, 10 , was done using the same number of GMP coefficients, 53, in order

to produce a fair comparison. The linearisation routine used in all experiments was

batch LS, as discussed in Chapter 3.

The 40MHz 5G NR input signal was downsampled only when the DPD coefficients

were being calculated, thus reducing the computation of the inverse DPD matrix

as discussed in previous chapters. The DPD coefficients were then applied to the

original input signal. Successive downsampling by a factor of two was used as this

is the most computationally efficient solution.
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Figure 6.5: Frequency domain representation of experimental technique achieved

Figure 6.6: 40MHZ 5G NR DPD
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Table 6.2: Matrix size versus DPD performance

Training samples DS Factor DPD performance (dB) EVM (dB)
81871 0 17.932168 -46.53416373
40936 2 17.68908529 -46.34859908
20468 4 17.95599863 -46.58461378
10234 8 17.89889682 -46.48277621
5117 16 Failed
2559 32 Failed

As can be seen in Figures 6.5 and 6.6, DPD was successful in the instances where

the novel metric above, as in equation (6.7) was maintained. Further experimental

results can be seen in Table 6.2. Please note DS Factor refers to the down sampling

factor in the following Tables. As soon as the metric is no longer consistent with

the original signal the DPD coefficient calculation does not work.

As can be seen in Table 6.2 downsampling by a factor of 16 and 32 did not achieve

intelligible results. DPD failed in these instances as the variance experienced by

the original signal was not maintained in the downsampled signal, as can be seen in

Tables 6.3 and 6.4. The coefficient of variation must be maintained.

Table 6.3: Statistical analysis of the real elements of the 5G NR input signal

DS Factor Mean Variance Coefficient of Variation
0 0.003912575 0.031518749 0.022038302768108
2 0.003912575 0.031519133 0.022038168326173
4 0.003912575 0.031519903 0.022037899269155
8 0.003912575 0.031521442 0.022037361233227
16 0.003912574 0.031399881 0.022033142434358
32 0.009240625 0.032141139 0.046249765018970

Table 6.4: Statistical analysis of the imaginary elements of the 5G NR input signal

DS Factor Mean Variance Coefficient of Variation
0 0.001112662 0.03171103 0.006248244681191
2 0.001112662 0.031711417 0.006248206557532
4 0.001112662 0.031712191 0.006248130126848
8 0.001112662 0.03171374 0.006247977560437
16 0.001112662 0.031651637 0.006239973825601
32 0.002448743 0.032485888 0.012241191309849

As can be seen from Tables 6.3 and 6.4 the variance in both the imaginary and real

parts of the input signal was not maintained. There is a sudden decrease in the
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Figure 6.7: PAPR of 5G NR 40MHz input and its downsampled versions

variance of the real part of the signal between the downsampling factors 8 and 16,

indicating a loss of peaks.

The coefficient of variation in both parts of the signal (real and imaginary) experience

a decrease of ≈ 0.4% and ≈ 0.2% respectively. As can be seen from the Tables 6.3

and 6.4 the mean of the signal is relatively consistent thus the DPD is hindered by

the decrease in variance. The result of this decrease of variance ultimately leads to

a drop in PAPR as can be seen in Figure 6.7. This sudden decrease in EVM is due

to the sensitivity of the previously discussed equation (6.3), without consideration

of the number of samples used to train as in equation (6.4), where 1
N−1

is a scalar

value. As this scalar value reduces, the reliance of the mean and variance increases.

Considering the downsampled signals downsampled by eight and sixteen. The ma-

trix size is doubled reducing N from 10233 to 5116 increasing the scaling factor,

1
N−1

, from 9.7723 × 10−5 to 1.9547 × 10−4. This effect on the standard deviation,

or decrease in variance, is more prominent the more limited the number of samples
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used.

6.5 Experimental validation : PA behavioural mod-

eling

To validate the performance of the proposed training signal dataset for behavioural

modeling, an experimental test bench was developed consisting of the AD9375 trans-

mitting into a 4W Skyworks PA, as can be seen in Figure 6.8. The transmitted signal

as shown in figure 6.9, was a 40MHz single carrier FDD 5G-NR signal, modulated

by 256QAM.

Figure 6.8: Experimental hardware setup for experimentation

Initial experimentation was performed by calculating the highest peak in the large

dataset of PA input-output experimental signals, as in Figure 6.9. The MP model

was adopted to validate training surrounding the highest peak by consecutively

sampling and downsampling by factors of two retaining the same dimension of the
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Figure 6.9: 40 MHz 5G-NR 256 QAM single carrier input signal to PA versus output
signal of PA, containing 204444 samples, sampled at 307.2 MHz

data matrix.

Figure 6.10 illustrates that consecutive sampling around the highest peak did not

result in the most advantageous NMSE, manifesting in the worst NMSE results of

the selected training sets. Figure 6.10 also emphasises that downsampling by the

highest factor is not necessarily the most beneficial.

Table 6.5: Statistical analysis of 5G 40MHz signal

DS Factor Mean
Variance
×(107)

µ
σ

NMSE (dB) ∆µ
var

0 15252 3.3731 2.6261 -25.2902 1.15
2 15044 3.4993 2.5431 -26.6513 1.051
4 14987 3.4795 2.5408 -27.1767 1.0411
6 14960 3.6143 2.4884 -26.6805 0.9947
8 14932 3.8301 2.4127 -25.3911 0.93131
PDF
Informed

14925 3.8304 2.4115 -26.3911 0.92937

Input
signal

11365 3.7467 1.8567 N/A 3.0484

117



Figure 6.10: NMSE results comparing pre-processing when sampling around the
highest peak

Unlike the above DPD experiment, in this case the metric has become a mean biased

estimator, such that the above metric given by 6.7 must take into consideration any

mean biases. For a mean biased data set the rate of change of the relationship

between the mean and variance would ideally increase proportionally, such that

µ = σ2. A tandem increase in the variance and mean would entail that although

the mean is altering, the variance is altering to account for this change as seen in

equation (6.9).

∆µ

σ2(x)
= 1 (6.9)

A comparison was made for Figure 6.11 to illustrate different pre-processing tech-

niques to minimise the number of samples. As can be seen all methods converge over

time to a similar NMSE. The PDF informed and downsampling methods perform

better over a small data matrix size. As can be seen in Table 6.5, the mean bias
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Figure 6.11: NMSE comparison of alternate pre-processing techniques. Please note
the downsampling factor used for this data set was 8

must be accounted for to ensure a proportional relationship of µ and the variance

experienced by the data set. The NMSE is lowest closest should the metric 6.8 be

met.

6.6 Conclusion

In conclusion, this chapter provides a metric to establish the level of pre-processing

of an input signal to a DPD/Behavioural model to ensure its output signal retains

sufficient similarity to enable accurate modeling of coefficients to be used in DPD

or behavioural modeling. This was shown using downsampling as the proposed

pre-processing. The metric above was proven for use in pre-processing other than

downsampling and experimentally validated on two separate testbenchs.

Further work is planned in order to use the CORDIC algorithm to efficiently im-
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plement an algorithm to perform the above metric on an FPGA. CORDIC is a

hardware-efficient iterative method that uses rotations to calculate simple func-

tions [109].
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Chapter 7

Efficient FPGA Implementation

for DPD

Wireless systems such as cellular networks have begun to see proposals for increased

operational flexibility through reuse of the same hardware but with different signal

standards. Current base stations are static regarding a set carrier frequency and

bandwidth capabilities.

This chapter presents an approach to characterise a PA for multiple signal standards,

inspired by the concept of Software Defined Radio (SDR). Behavioural modeling is

demonstrated to prove that the same coefficients trained for a specific signal standard

can be effectively applied to alternate signal standards.

The result of the behavioural modeling is then used to design and implement DPD

capable of linearising different signal standards on a Field Programmable Gate Ar-

ray (FPGA). This implementation is experimentally validated on a state-of-the-art

RFSoC FPGA from Xilinx.

In this chapter, AM/AM curves are employed to demonstrate the degree to which

different signal standards cause different characteristic behaviour in the power am-

plifier despite the signals having the same average output power level.
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7.1 Related Works

Following on from the discussion in chapter 3.2.1 about Look Up Tables (LUT) a PA

behavioral model referred to as Hybrid Look-Up Tables (H-LUT) has been shown

to improve the performance relative to a conventional LUT model [110].

FPGA-based LUT solutions have been proposed for switchmode PAs [111]. Authors

of [111] demonstrate a polar configured Class F switch-mode PA shown to be effec-

tively linearised. Additional enhancements to the LUT implementation have been

proposed [112, 113]. In [112, 113] the authors focus was to reduce the hardware re-

sources required to implement the solution in an FPGA. Molina et al [114] research

achieves linearisation with LUTs by expressing the DPD function as a system of

linear-in-parameter equations. LS is used to train the LUT coefficients directly.

More recent work on LUT [115] is based on spline-interpolated LUTs.

The use of LUT predistorters has been adopted for optical communications. Im-

plementations for nonlinear weighted look-up-table predistortion [116] and reduced

size LUT [117] show the continued interest in LUT based predistorters.

Cubic spline basis is a nonlocal basis which has a unique extrapolation properties

and is shown to be shown to be a computationally efficient in works by Naraharisetti

et al [118]. The research conducted in [118] stores 1-D basis functions in LUTs and

calculates 2-D basis functions using tensor product multiplier, enabling a low-cost

high-speed calculations of co-efficients not withstanding higher dimensions such as

2-D and 3-D DPD.

Considerable research has been conducted into cognitive radios [119]. SDR’s require

signals to be transmitted and received linearly, efficiently and flexibly. Traditional

DPD/modeling approaches are inefficient in their flexibility with a static carrier

frequency and set bandwidths, limiting the signals to be a specific standard.
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7.2 Theoretical background

A common technique used to illustrate the characteristic behaviour of a PA is the

AM/AM curve. The AM/AM curve depicts the relationship between the input

amplitude to the amplifier and the measured output amplitude. The AM/AM curve

is commonly utilised to illustrate the nonlinear characteristics of a PA, presenting

the distortion in a visually appreciable manner.

Initial research of the methodology proposed in this chapt waser done on the follow-

ing test bench, as seen in Figure 7.1.

Figure 7.1: PA testbench

The FMCOMMS3 board attached to the ZC706 was used as the RF front end

with integrated AD9361 chip from Analog Devices. The PA under test is RFHIC

RTP26010-N1 PA. As the output power of the FMCOMMS3 is limited, a driver PA
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BGA7210 is used to increase the input power to the test PA. The BGA7210 is a

high linearity PA with variable gain and it is operating at linear region.

Investigations into PA characterisation given different input signals led to the obser-

vation that various AM/AM curves of various standards, at different power levels,

are very similar.

7.3 Experimental validation

Multiple signals were required for each of the standards studied. The signals used

were generated in MATLAB using modulation functions from the Communications,

LTE & 5G toolboxes. Measured results were obtained using the following testbenchs

as seen in Figures 7.2 and 7.6. Here an RFSoC ZCU111 for transmitting and re-

ceiving the signals has been used. The signal was generated at the Intermediate

Frequency (IF) centred at 1GHz from the RFSoC DAC with sampling frequency of

737.28 MHz and then with the upconverted to the required center frequency of 2.6

GHz. The signal was then transmitted through a 10W GaN-SiC pallet amplifier

(RFHIC RTP26010-N1) and the power of the signal was maintained sufficiently to

drive the PA in a nonlinear region of operation. This PA has two output ports, one

of which was connected to a spectrum analyser and the second coupled output port

was connected to the downconverter mixer which uses the same LO frequency as of

the upconverter mixer. The signal is then downconverted back to the IF frequency

i.e., 1GHz and is passed to the RFSoC ADC at a sampling rate of 737.28 MSPS. In

the case of this PA the model memory depth was chosen to be 3 and the non-linear

order of the MP model was chosen to be 3.

For measuring at different power levels, the power of the signals generated from the

RFSoC were adjusted using the RF Data Converter Interface. The sample length

generated in MATLAB for standardised signals was approximately 70,000 samples.

To time align the signal and reduce the noise floor to achieve better dynamic range,

the length of the signal captured was 10 times the length of the transmitted signal
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Figure 7.2: Test bench block diagram

Figure 7.3: Experimental Measurement Bench RFSoC ZCU111 with RFHIC
RTP26010-N1 PA
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Figure 7.4: An experimentally validated illustration of the input-output signal rela-
tionship transmitted at 2.6GHz for 3G,4G and 5G signals. Signals were transmitted
through the same PA at equivalent transmit power.

i.e., 700,000 samples. Once the signal has been time aligned, both the transmitted

and received signals were normalised with respect to the maximum absolute value

of each. The first 30,000 samples of the averaged input and output signals have

been used for training the behavioural model and a further 30,000 were used for the

validation of the model.

In this work, AM/AM curves are employed to demonstrate the degree to which

different signal standards cause different characteristic behaviour from the power

amplifier when signals have the same output power level. Figure 7.4 shows the

discrepancies between experimentally measured 3G, 4G and 5G signals with the

same power level, passed through a PA operating in the nonlinear region.

Further investigations into PA characterisation given different input signals led to

the observation that various AM/AM curves of 3G, 4G and 5G-NR, at different

combinations of power levels, are similar, as seen in Figure 7.5. Therefore by noting

the relative difference in the signal power levels for the different signal standards,

that all yield similar characteristic AM/AM performance, model coefficients are
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Figure 7.5: Experimentally validated AM/AM curve illustrating that 3G, 4G and
5G input signals can produce comparable AM/AM curves given the signals are sent
at disparate transmit power levels.

stored.

As indicated in Figure 7.4, for the same power amplifier excited by different signals

with the same average power level and similar bandwidth, there is a noticeable

difference in the AM/AM curves. This in turn indicates a difference of behaviour of

the hardware as a result of the different signals.

It is therefore not sufficient to assume a particular operating behaviour for the PA

based on the average output signal power alone; the input signal transmitted must

also be taken into consideration.

This chapter presents a means by which a single set of behavioural model coefficients

can be extracted and stored in a look-up-table for use with any signal standard so

long as the relative power level offsets between different signal types are accounted

for. The matching of behavioural model coefficients is implemented across different

signal standards. This is performed by extracting coefficients for different power lev-

els for each standard. From the measured output signals the corresponding AM/AM

curves are fitted. One set of coefficients are extracted for one signal standard and
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the AM/AM curve for that standard which best fits the other signal standards is

sought.

By exciting the power amplifier using various signals at a range of operating power

levels, sets of signals can be compiled and relationships between standards can be

learned. Importantly, the signals which match closest in terms of model coefficient

performance do not have identical operating power levels.

In order to validate the proposed technique for multiple signal standards, commonly

used signal modulation schemes for 3G, 4G and 5G communications are examined.

A signal bandwidth of 20 MHz for single carrier signals were sent through an RFHIC

Doherty PA as described above.

Table 7.1: Relationship Between Signal Standards and Power Levels

Coefficient sets 1 2 3 4 5 6 7 8
5G (dBFS) -10 -9 -8 -7 -6 -5 -4 -3
4G (dBFS) -18 -17 -16 -15 -14 -13 -12 -11
3G (dBFS) -20 -19 -18 -17 -16 -15 -14 -13

Table 7.1, illustrates 8 sets of power levels in dBFS that are most similar, for three

signal standards.

Pairs of input and output signals were captured for both PAs. The AM/AM curves

for one signal standard were plotted as a visual aid. A subset of samples from the

alternative signal standards at similar power levels were subsequently used to check

if their AM/AM trace follows a similar trajectory. Comparing these, the relative

power levels between standards is determined, and the model coefficients are indexed

in the LUT relative to each signal standard power level. The relative power level

offsets between standards can be seen in Table 7.1. In this instance, eight sets of

Table 7.2: Cross Signal Standard Model Accuracy NMSE (dB)

Training→
Test↓

3G
MP/GMP

4G
MP/GMP

5G
MP/GMP

3G -38.386 / -38.39 -42.008 / -41.931 -41.856/-41.804
4G -42.02/-41.961 -45.874 / -45.879 -41.995 / -41.918
5G -42.178 / -42.13 -39.623/ -30.589 -45.874/-44.067
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coefficients are matched for the same power amplifier across three different signal

standards which each have a relative power level offset.

Using the relative power level offsets, a behavioral model can be trained for one

signal standard and reliably used to model the PA response across the other signal

standards. Table 7.2 illustrates the NMSE comparisons calculated between differ-

ent signal standards with similar AM/AM curves, which corresponds to one of the

columns in Table 7.1. The columns of Table 7.2 are populated by training the co-

efficients using one of the signal standards and validating the model accuracy for

all three signal standards. The accuracy for each standard is given in NMSE (dB)

and placed in its respective row. Independent output signals which were not used

to train the models were used for the validation in each case.

7.4 DPD implementation

The DPD was performed on an RFSoC ZCU111. The signal was generated at

the Intermediate Frequency (IF) centred at 2.6GHz with a sampling frequency of

737.28 MHz. The signal was passed through the GaN-SiC pallet amplifier (RFHIC

RTP26010-N1) and the power of the signal was maintained sufficiently to drive the

PA in a nonlinear region of operation. This particular PA has two output ports,

one of which was connected to a spectrum analyser and the second coupled output

port was connected to the RFSoC ADC which also has a sampling rate of 737.28

MSPS. In the case of this PA the model memory depth was chosen to be 3 and the

non-linear order of the MP model was chosen to be 3.

Three MP DPD models are obtained and each model is trained with a particular

signal standard. To validate performance of the resulting DPD coefficients, each

set of extracted coefficients are tested for three signal standards, namely 3G, 4G

and 5G. From these experiments on the PA hardware, Table 7.3 shows the NMSE

performance for different signal standards. In each row, the test signal is the same,

independent of the training model it is applied to. This includes the power level.
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Figure 7.6: Experimental Measurement Bench RFSoC ZCU111 with RFHIC
RTP26010-N1 PA

Table 7.3: NMSE Comparison of proposed DPD and conventional DPD

Power level(dBm) 6 6.5 7 7.5 8 8.5
proposed DPD NMSE (dB) -25.22 -27.59 -28.30 -28.64 -28.91 -30.76
conventional DPD NMSE (dB) -28.57 -28.73 -29.86 -29.55 -30.84 -31.94
difference NMSE (dB) -3.35 -1.14 -1.56 -0.91 -1.93 -1.18

With the same test signal we achieve similar performance across different standards.

The results show that the DPD model can maintain similar performance even when

the test signals and training signal are under different standards.

A second testbench, designed by colleagues in North Eastern University, was used

to validate the proposed methodology and can be seen in Figure 7.7.

The testbench setup shown in Fig. 8 using Xilinx’s RFSoC Gen 3 (ZCU216) is used

to perform DPD and baseband signal processing. Using both software and hardware

design, the address selection block is implemented on the ARM core which utilizes

the AXI-Lite bus to update the coefficients based on the input signal. The compu-

tationally intensive task of computing the memory polynomial model is performed

on FPGA fabric. The test PA is an AFSC5G37D37 Doherty PA from NXP.

7.5 Chapter Summary

The work presented in this chapter demonstrates what set of coefficients to use based

on the observed nonlinear performance of the PA, for any given signal. This can
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Figure 7.7: DPD TestBench RFSoC ZCU216 with NXP’s AFSC5G37D37 Doherty
PA

avoid the need for the standard LUT approach which has to train a set of coefficients

for every possible combination of signal standard and operating power level.

This chapter provides a definitive solution to behavioural modeling and digital

pre-distortion for multiple signal standards using LUTs. By matching the rela-

tive AM/AM curves for different signals passed through the same power amplifier,

sets of common coefficients that will work across different signal standards can be

found.

While the technique is demonstrated using polynomial models and Least Squares,

the relationships between different input signal standards exist irrespective of the

model structure used.

Experimental validation is performed using input signals of three different signal

modulation schemes, and behavioral modelling and DPD are carried out with ex-

perimental measurements using two different PAs from two different manufacturers.

The results show that training of a model, the most computationally intensive as-

pect, can be done for one signal standard and successfully applied to others provided
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the relative signal power level offsets are known.
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Chapter 8

Conclusion

The contribution of this thesis is to improve polynomial behavioural modeling and

DPD techniques with a particular focus on improving training and dimension re-

duction techniques.

Contributions in Chapter 4 address the implementation of an early stopping tech-

nique, to avoid instability, of the Recursive Least Squares technique when training

memory polynomial based behavioural models. Experimental validation of the pro-

posed procedure shows that the NMSE of the experimental output vs estimated

output indicates high fidelity until the point identified by the early stopping crite-

rion is exceeded after which point it deteriorates rapidly.

The contributions in Chapter 5 develop a novel DPD function for the purposes of

increasing computational efficiency of updating coefficients locally, enabling matrix

inversions to be more compact and achieve high performance. Chapter 5 demon-

strates this method for selective partitioned adaptation for a LS trained DPD system.

The novel methodology presented exploited the Frisch-Waugh-Lovell technique to

enable a more accurate adaptation. The partitioned regression was accomplished

by applying the FWL theorem to a DPD function trained using LS regression. The

proposed methodology was experimentally validated by adapting a particular subset

of a GMP DPD function which linearised a PA amplifying a 40MHz 5G-NR signal.
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Contributions presented in Chapter 6 support ongoing research to provide a metric

to establish the level of pre-processing of an input signal to a DPD/Behavioural

model to ensure its output signal retains sufficient similarity to enable accurate

modeling of coefficients to be used in DPD or behavioural modeling. This was

shown using downsampling as the proposed pre-processing. The metric was proven

for use in pre-processing other than downsampling and experimentally validated on

two separate testbenchs.

The contribution contained within Chapter 7 demonstrates a novel look-up table

indexing technique to help determine the optimal DPD coefficients needed for pre-

distortion and behavioural modeling. Experimental validation is performed using

input signals of three different signal modulation schemes, and behavioral modelling

and DPD are carried out with experimental measurements using two different PAs

from two different manufacturers.

8.1 Further Work

Further research is planned to investigate various research questions arising from

this thesis.

• Further work will be targeted in Chapter 5 to investigate more fully how the

FWL partition could be optimally determined. My point of view is that this

could be very useful in use cases such as long term memory effects could be

mitigated against by partitioned coefficient over alternate iterations of DPD.

• Concerning the metric used to determine the validity of pre-processing in

Chapter 6, it is planned to implement an algorithm on an FPGA to min-

imise the number of data samples while maintaining high fidelity using the

CORDIC algorithm. Alternatively research could be undertaken to use the

same statistical analysis in order to enhance the speed of DPD , and the max-

imum standard deviation of a signal pre-transmission is known and can be

assessed using it’s modulation technique.
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