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Abstract— A basic problem faced by network operators con- In this paper we seek to infer network traffic fluctuations at
cerns the provisioning of bandwidth to meet quality of servee the ingress of core routers over short time scales withdagus
(QoS) requirements. In the network core, the preferred soltion  tofic models and using only coarse five-minute averages tha

is simply to overprovision link bandwidth. We propose a new . S
approach to making link upgrade decisions based only on redly '€ available as standard (SNMP) on routers. Our basic idea

available coarse SNMP measurements. is to manipulate droptail buffer sizeso actively probe the
condition of a link; by adjusting the buffer size to maintain
. INTRODUCTION a very small loss rate (e.gL0~ to 10~%), we can infer

A fundamental issue in the design and management of wirgdalitative behaviour of traffic fluctuations over shortl{sh
networks is the selection of the bandwidth to be installedinute) time-scales. We demonstrate that coarse five minute
on each link, orink dimensioning. In the network core, the average statistics are more than adequate for this regulati
method of choice is to over-provision links so that there imsk and that the onset of link under-provisioning corresiso
sufficient capacity for all requests [8], [7], [3], [5]. WRIl to an increase in buffering on a link beyond a pre-specified
numerous approaches have been studied in the literaturghieshold. An increasing trend in the buffer size required t
provide QoS, including the development of protocols anmaintain a fixed loss rate therefore provides a clear, pledi
gueuing strategies (DiffServ, IntServ for example), theecr indicator of link under-provisioning.
over-provisioning is compelling. Benefits of over-prowising To our knowledge such a strategy for detecting the onset
include: simplicity, low management overhead, good perfoof link under-provisioning is entirely new and opens up
mance (low latency, loss) and redundancy (spare capadityny interesting possibilities. A key feature of the pragbs
allows fail-over between over-provisioned links). A draagk approach is that it avoids the need to introduce dedicated
to over-provisioning is that resources are then undeisatl measurement probes and/or perform internal router changes

Link upgrade decisions are typically based on expefyr hardware upgrades, yet provides a method of triggering
mentally validated stochastic models of network trafficd anlink upgrades that uses mean traffic load as well as inferred
simple rules-of-thumb that are derived from these modelaformation on the amplitude of traffic bursts. Furthermore
For instance one such ‘rule’ is to provision networks suabur approach does not require a model of network traffic.
that the link capacity should always exceed the “mean five
minute demand plus 50%"[8]. However, it is widely accepted [l. RELATED WORK

that provisioning links in this manner suffers from many Th bl ¢ isioning link ity t ide st
drawbacks. In particular, while mean utilisation over some € probiem of provisioning fink capacily to provide sta-

interval is an easily obtained statistic, it can nevertbelbe ustical guarantees for network QoS is not new. Much of the

an unreliable one upon which to base a link upgrade triggé?.iem ll/vtorl;f_on this tobp'c 'r? mo:wqte((jj _by th(_e falct fthar;(r)eal
Firstly, the decision to trigger an upgrade is a function etwork raflic cannot be characterised In a simple fasraon,

not only mean traffic patterns, but also a function of traffi Gt that invalidates many provisioning rules hased onragsls

fluctuations over shorter time scales, and of user QoS rtlaquﬁ’r"’“chC artnval prctncesskes [6]. To tthehbestbof our kn_O\(;vIed(_t:]et;
ments. Conventional approaches to capacity planning pttej_fe ”.‘Orf _Fegen. Wc()jr D?‘F;pgari OV a\:je I\jen ;:arrlde h.ou y
to use network models parameterised via measurements \/e@rjag » Tobagi and Diot [5], by Van de Meent and his co-

long time scales. The models predict the capacity such t fhors [8], [3] and in the context of the Cisco supported

QoS requirements can be met over short time scales. Cleal rup Corvil Networks [1_]' The work pre;ented by these
this requires accurate traffic models, and it is questiana thors represents to varying degrees a direct extension of

as to whether existing models capture network behavioh dV\IIDO'rli f|5rst presentled by KIemroc;k [Gf].bFr?(Islgh, tTO?f‘?‘g't'
sufficiently to allow such an approach to function effediive an lot [5] use real measurements of backbone traffic to

(due to the stochastic nature of network traffic and netwoﬁ?nStru_Ct statistical models from which link provisionindes
configurations). Given these reservations, an alternajwe are derived. Van de Meent [8], [7] uses real measurements to

proach is to monitor traffic behaviour over very short time?94€ that the (typical) assumed relationship between mean

scales. However, such an approach is not possible usin
pp P Qn this work, buffer size refers to the maximum allowable giesize of

SNMP measurements, and it may_ be be very COStIy_tO develé)ﬂ’roptail buffer and buffer occupancy refers to the numlbgrackets in the
dedicated probes to measure traffic over very short timescaljueue at any given instant.



and peak rate is not supported by evidence from real mea- ‘ mean normaised arivl rate 0.25
surements, and proposes others which he claims are more
realistic. We note that to be effective, both of these apghiea
require stationarity of network traffic, and accurate statal
models; nonstationarity of traffic or modeling error potalty
invalidates the rules proposed by these authors. The work by
the Cisco supported start-up Corvil Networks is proprietar
nature and thus difficult to quantify. However, it appearat th
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PROVISIONING

Our basic idea is a very S|mple one. Rather than meas”“ﬂ@ 1. lllustrating buffering behaviour for exponentiatigals of increasing
average load directly, we seek to find the buffer size thaggivintensity. Dashed lines mark the buffer size corresponding packet loss

a pre-specified level of packet loss. This gives us inforomatj rate of10~*.

on the peak traffic level; more precisely, how often a certain

level is achieved over some interval. By modifying the buffe

size, we also track the maximum buffering delays being synthetic “growing network” to show that the proposed

experienced by individual packets, as well as the maximuatgorithm provides a principled trigger for link upgrades.

jitter being introduced into packet trains by the routeremd Example 1 - Traffic intensity and buffer size : We first

study. Our proposed approach therefore is to regularlysadjillustrate that long-term traffic trends are also reflectad i

the buffer size to be the smallest value that maintains thaffer behaviour. Figure 1 showss-2 simulations of bursty

packet loss rate at a specified level. Note that the target lagaffic arriving at a network router for different intensi;

rate is chosen to be very small (e.g0~3 to 10~*) so as i.e., traffic corresponding to exponential arrivals witffetient

to minimise the impact of the algorithm on network end-usergean normalised arrival rates. Figure 1 shows buffer occu-

pancy as well as offline calculated buffer sizes that cooedp

Detailed Algorithm : We assume that the average lost a packet loss rate of0—*. It can be seen that, although

rate over some time interval is measured; e.g. this mightthe traffic is bursty, a course-grained measurement aedyrat

be obtained from five minute SNMP data. Lgtk) denote reflects increasing load.

the buffer size over thet'th interval and A(q(k),k) the  Example 2 - Short-term fluctuations and buffer size :

corresponding measured loss rate. To demonstrate that the approach does indeed capturemeleva
1. Setq(0) to an initial value. Sek =0 short time-scale traffic behaviour, we show that the alpaorit
2. Measure\(q(k), k). is able to distinguish between two scenarios with the same

3. CompareX(q(k), k) with X\*. If A(q(k),k) > A\* then mean traffic level, but with very different short-term traffi
adjust the buffer size such tha(k + 1) > ¢(k). If fluctuations. Our set-up is as follows. We use2 to simulate
Mq(k), k) < X* then adjust the buffer size such that core link of 7Mbits. The traffic arrivals are CBR-Traffic
q(k+1) < q(k). If Mq(k),k) = \*, setq(k+1) = q(k). with mean 5Mbits, first with oscillations about the mean of
Setk =k +1. amplitude 2.1Mbits, and halfway through the experiment of

4. Goto Step 2. 2.3Mbits. The controller uses a logarithmic scaling of thee

We stress that there are many methods that can be emplog8f uses a first order filtenn(k) = 0.8A(k) + 0.2A(k — 1))

to update the buffer size in Step 3. In this paper we upddfe estimate average loss, as well as the integral controller

according tog(k+1) = q(k) + Ke, wheree is the difference described above. We sdf = 0.1 and the target loss rate

between the measured and target loss ratesfans a scalar. is 0.001. Note the loss rate is chosen to be r8|ative|y hlgh
Remark: We note that in environments with many traffid0 illustrate the effectiveness of the approach using nmodes

sources and a reasonable degree of traffic multiplexingh(suigomputation. As can be seen in Figure 2, the buffer’s behavio

as occurs in network core routers), small buffer sizes do ri§istinguishes these traffic arrivals and identifies theaitun

have a detrimental effect on router throughput (see, &9., [ corresponding to the traffic with larger short-term fluciomas
with a larger buffer size.

IV. SIMULATIONS Example 3 - Traffic growth: We consider a network link
We present three simulation examples generated using that aggregates traffic from access links (Figure 3). Each
ns-2 network simulator. The first two examples demonstratecess link carries multiple web sessions with a wide range
that using coarse-grained measurements of the buffer siaégconnection sizes (we use the web traffic generatarsi@
and the proposed algorithm, one can capture both shosith traffic parameters taken from [9]). We simulate growth i
term traffic fluctuations (i.e., traffic variance) and in@esin network usage by increasing the number of active links over
traffic intensity (i.e., traffic mean). The third example ggats time. While in a real network such growth might occur over



responsiveness to shorter-term changes in traffic patigniis

(ii) also decreasing the accuracy of the measured loss esti-
mate (increasing the level of noise). Increasinglecreases
tracking of short-term changes while improving measurégmen
accuracy. Nonetheless, qualitatively, the algorithm appéo

be relatively insensitive to sampling rate.
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Fig. 2. Buffer size and loss rate evolution for Example 2.fficazariance
changes at = 1250s. A denotes loss rate.

buffer size (packets)

NN

1000 1200

200 400 600 800
time (s)

Fig. 5. Impact of choice of sampling interval Algorithm parameters: target
packet loss rate\* = 104, control gaink = 2.5, buffer limits gy, =10
packets,gmq=500 packets. Network topology as shown in Figure 3.

Fig. 3. Network topology: aggregation af 128Kbs access links; — s,
onto 10Mbs backhaul link AB. Link AB is enabled with algorith Each

access link carries multiple web sessions generating ypwstoff traffic. Remark: The proposed algorithm can be implemented in an
entirely non-invasive manner. No router hardware or safwa
changes are required. Loss rate measurements can be dbtaine

fr?'n standard SNMP loss count data and adjustment of buffer
es

a period covering many months, we consider an acceleratst? is widely supported on core routers and can be achieved

example to illustrate performance where a new link is adde - - o
. - VIa remote scriptingssh console access. In addition, it is
every 30 seconds. We make use of the previously describe

intearal controller with’’ — 2.5 and a target loss rate Ofco putationally much simpler than model based methods, or
_2 I g . methods based on fine grained measurements on a micro-
10~*. These values are chosen using standard techniques f

rom . T,
. second level. At each coarse grained step, monitoring el
control theory and is beyond the scope of the present paper; g P 9

PE"simple additi ly (the control updat
see [4] for details. The resulting buffer size evolutionhiswn imple addition only (the control update).
in Figure 4. The rising trend in the buffer size required to V. CONCLUSIONS

maintain the desired loss rate as new links are activated ign this paper we propose a new approach to making link
clearly evident and could be used to provide a direct trigg@pgrade decisions. We demonstrate that it is possible to use
for a decision to increase link provisioning. the buffer itself for fine-grained sensing of the level ofklin

One important question relates to the sensitivity of th@oS via the introduction of a slow buffer size feedback loop.
algorithm to the measurement sampling interval. The impact

of changing the measurement sampling interva illustrated
in Figure 5. It can be seen that decreasindi) increases E%

REFERENCES

Corvil networks. http://www.corvil.com.

G. Appenzeller, I. Keslassy, and N. McKeown. Sizing msubuffers. In
ACM S GCOMM 2004, Portland, Oregon, USA, August 2004.

S. Bessler and P. Reichl. A network provisioning schemaseldl
on decentralized bandwidth auctions. In TELECOMMUNICANS
PLANNING: Innovations in Pricing, Network Design and Maeagent,
Springer, Operations Research/Computer Science Inésrfaeries, ISBN

(3]

@
3
3

PN
s &
s 3

buffer size (packets)
e NN W ow
5 @ 8 6 8 &
3 &8 8 & 8 2

@
S

o

200 400 600 )5‘60 1000 1200

time (s
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