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A B S T R A C T

Motivated by the lack of comprehensive experimental implementation and assessment of the potential
benefit that can be achieved with energy-maximising optimal control solutions for arrays of wave energy
converters (WECs), we present, in this paper, the development, design, experimental implementation, and
performance appraisal, of optimal moment-based control for arrays of WEC systems. Both centralised and
decentralised controllers are evaluated. Four different WEC array layout configurations are considered, with
up to three 1:20 scale prototypes of the Wavestar WEC system operating simultaneously within the basin,
subject to a variety of sea state conditions. In particular, the proposed controller, termed sliding-mode-moment-
based controller SM2C, is composed of a receding-horizon moment-based reference generation process, and a
subsequent proportional–integral–derivative-like continuous sliding mode tracking controller. This composite
control structure is implemented and assessed experimentally, providing a detailed analysis of key performance
metrics. We show that the proposed SM2C strategy is able to maximise energy absorption for all the considered
WEC array layouts, with up to 2.8 times energy improvement when compared to the benchmark controller
case. The findings of this experimental study show tangible proof of the performance enhancement that can
be achieved in real arrays of WEC systems with the use of appropriate control technology, demonstrating not
only the feasibility of the proposed SM2C strategy in itself, but the key role that control systems have to play

in the pathway towards effective exploitation of the yet largely untapped wave energy resource.
1. Introduction

Predictions of an increase of around 50% of global energy require-
ments between 2018 and 2050 (Energy Information Administration
(EIA), 2019) raises major concerns regarding future energy provision.
Within this scenario, a great deal of attention and interest has lately
shifted to the effective and efficient use of renewable energy sources,
inherently pushed by a growing awareness of the social and envi-
ronmental challenges posed by fossil energy, and pressure to honour
emission limits in the pathway towards a low-carbon energy society
(European Commission, 2011, 2014, 2019, 2022).

Ocean renewable energies are widely recognised for their poten-
tial to provide significant support in the quest for sustainable and
renewable energy sources. This has, naturally, generated interest from
governments, public entities, developers, and investors, who are eager
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to accelerate the pathway towards harnessing the many advantages
of this renewable source. Among ocean renewables, wave energy has
a vast untapped potential, estimated to be around 30,000 TWh/year
(Gunn & Stock-Williams, 2012; Mork, Barstow, Kabuth, & Pontes,
2010; Reguero, Losada, & Méndez, 2015). Wave energy has several
advantages over other renewable sources, including its higher density
compared to solar and wind power (McCormick, 2013), availability up
to 90% of the time (López, Andreu, Ceballos, Alegría, & Kortabarria,
2013), high predictability (Sasaki, 2017), and minimal impact on the
ocean environment when harnessed properly (Copping et al., 2020;
Langhamer, Haikonen, & Sundberg, 2010).

Although attempts to harness wave energy have been made since
the 19th century (Ross, 1995), commercial harvesters are not yet
widely available (Guo & Ringwood, 2021). This is due to several
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factors, including the unpredictable nature of waves depending on
location, the harsh environment that the harvesters must withstand,
and a lack of convergence on the optimal design for wave energy con-
verters (WECs). As a result, the cost of energy from WECs is generally
higher than that of sister renewable sources (Guo & Ringwood, 2021;
Ringwood, 2022; Trueworthy & DuPont, 2020), making commercial
viability challenging.

Within the field of wave energy technology, it is already well known
and accepted that a major reduction in the levelised cost of energy
(LCoE) is crucial for achieving large-scale commercialisation, which
can be accomplished through two main steps. The first key enabler is
the development and use of suitable control system technology, which
can maximise the energy extracted by WEC systems from the wave
resource, while also accounting for the underlying physical limitations
of WEC devices (Faedo, Olaya, & Ringwood, 2017; Ringwood, Bacelli, &
Fusco, 2014). The control problem for WEC systems essentially involves
optimal computation of the force (or torque) exerted by the power take-
off (PTO) system on the converter, to maximise the associated energy
conversion output, based on the current wave conditions. The degree
of performance enhancement that can be achieved through appropri-
ate control can be significant, with multipliers reported in the range
from 2 to 3 (see e.g. Babarit & Clément, 2006; Faedo, García-Violini,
Peña-Sanchez and Ringwood, 2020; Faedo et al., 2023), depending
on the particular WEC device, PTO system, wave climate, and control
algorithm used (Ringwood, 2020).

To achieve cost reduction and meet installed capacity demands,
deploying WEC systems in arrays (also often referred to as WEC ‘parks’
or ‘farms’) is the second crucial factor in lowering the associated LCoE,
in addition to the effective use of appropriate control technology.
This involves the systematic deployment of multiple WEC systems in
a common ocean area, in row/column-like arrangements, generating
specific layouts. The purpose of this is to reduce costs associated with
installation, operation, and maintenance per device, and effectively
achieve the required installed capacity. A comprehensive understand-
ing of the behaviour of WEC arrays is therefore essential to optimise
their arrangement (layout) for efficient farm configurations (Göteman,
Giassi, Engström, & Isberg, 2020; Hodges et al., 2021; Robertson, Hiles,
Luczko, & Buckham, 2016; Ruehl & Bull, 2012).

Though it is clear that both control technology and array deploy-
ment are fundamental to achieving commercial reality, merging these
two key stepping stones, in such a way as to exploit their synergies,
is not a particularly simple task. When multiple WEC devices are
installed in an array configuration, these inevitably interact with each
other, since each device has the ability to alter the surrounding wave
field, which in turn affects the hydrodynamics of neighbouring devices
(see e.g. Babarit, 2013). As such, consideration of these interactions
can become particularly relevant within the control design procedure,
effectively having an impact on final performance (in terms of energy
absorption), and hence optimal layout configurations. Crucially, WEC
arrays have the potential to create constructive (if the interaction is well
managed by an array control system) as well as destructive interference,
which is typical in wind farms.

Early studies in WEC array control can be found in Evans (1979)
and Thomas and Evans (1981), based upon frequency-domain optimal
conditions (i.e. the so-called impedance-matching principle, see e.g.
Carapellese, Pasta, Paduano, Faedo, & Mattiazzo, 2022; Faedo, Cara-
pellese, Pasta and Mattiazzo, 2022; Faedo et al., 2022). We note that
Thomas and Evans (1981) effectively incorporates motion constraints
into the control design procedure being, to the best of our knowledge,
the first result with practical impact proposed within the state-of-the-art
of WEC array control. Contemporary studies often include more so-
phisticated control techniques, in either decentralised (often also called
‘independent’), or centralised (often referred to as ‘global’) control
formulations. Within the WEC array case, the term decentralised is used
for controllers which ‘ignore’ the hydrodynamic interactions between
2

devices in the array, and hence the associated control computation
depends on the dynamics of a single device only. While less computa-
tionally demanding, this can often lead to suboptimal performance in
terms of energy absorption, especially if the devices are located reason-
ably close to each other for economic purposes (e.g. sharing of mooring
systems and minimisation of electrical cabling). Centralised controllers,
in contrast, aim to incorporate the complete hydrodynamic interactions
affecting the WEC array, providing superior performance with respect
to their decentralised counterparts. There is, clearly, a price to pay
in terms of computational burden, which can often preclude real-
time implementation, particularly in the case of controllers involving
an online optimisation procedure, such as e.g. centralised MPC-based
solutions (Li & Belmont, 2014; Oetinger, Magaña, & Sawodny, 2015;
Zhang et al., 2022; Zhong & Yeung, 2019, 2022). An improvement in
computational efficiency, for this centralised case, can be achieved by
means of tailored control parameterisations, such as those offered by
e.g. spectral/pseudospectral methods (Bacelli, Balitsky, & Ringwood,
2013; Bacelli & Ringwood, 2013; Garcia-Rosa, Bacelli, & Ringwood,
2015; Westphalen, Bacelli, Balitsky, & Ringwood, 2011), and (recently)
moment-based theory (Faedo, Scarciotti, Astolfi and Ringwood, 2019;
Faedo, Scarciotti, Astolfi, & Ringwood, 2021a). The latter, which is
based on the mathematical notion of moments (Astolfi, 2010; Astolfi,
Scarciotti, Simard, Faedo, & Ringwood, 2020), presents a number
of advantages with respect to spectral/pseudospectral, offering e.g.
guarantees of existence and uniqueness of control solutions via direct
transcription of the centralised energy-maximising control problem for
WECs into an associated finite-dimensional convex quadratic program
(QP). Furthermore, moment-based control for WEC systems has been
recently validated experimentally in Faedo et al. (2023) for a single
WEC, showing a significant improvement with respect to benchmark
controllers.

The large pool of control solutions for WEC arrays, including all
those referenced in the previous paragraph, are typically tested within
simulation (numerical) scenarios in idealised conditions (virtually with
exactly the same control design and numerical simulation models),
automatically hindering a realistic assessment of the potential increase
in power absorption offered by such technology in the array case.
Exceptions dealing with experimental implementation and assessment
of (very simple) control solutions for WEC arrays do exist, in Stratigaki
et al. (2014), Thomas et al. (2018) and Vervaet et al. (2022). Thomas
et al. (2018) presents a simplified latching strategy for a set of four
buoys, arranged in a single (horizontal) layout. As a matter of fact, this
horizontal arrangement is mandatory for effective implementation of
the explored latching strategy, since the ‘central’ WEC is employed to
measure the incoming wave and determine the corresponding crests
and troughs. With respect to Stratigaki et al. (2014), we note that most
of the effort in Stratigaki et al. (2014) has focussed on characterising
the resulting (modified) wave field, for diverse WEC array configura-
tions, aiming at producing a dataset for numerical model validation,
and hence is not a control-oriented study. Crucially, the devices in
Stratigaki et al. (2014) have been tested without PTO system, and a
simple mechanical damping has been fashioned for each prototype, to
emulate a proportional (passive — see also Section 5) control action,
without measured information on power absorption. The study in
Vervaet et al. (2022), in contrast, considers an impedance-matching-
based proportional–integral (PI) solution for energy-maximisation in a
fixed array layout configuration, with two devices located within the
basin at a fixed separation distance. The design of the PI controller
is performed both in a centralised and decentralised control fashion,
showing an associated improvement in the centralised case. Though
effectively experimental, the study in Vervaet et al. (2022) is limited
both in terms of the controller complexity considered, and the number
of layouts/array configurations tested, hindering an assessment of the
actual energy absorption enhancement that can be achieved with more
sophisticated control technology, or alternative array configurations.

Driven by the absence of a comprehensive experimental implemen-

tation and assessment concerning the potential advantages attainable
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Fig. 1. Photographs of the experimental setup designed for the WEC array experimental
campaign, from different angles. In this case, all three devices are present within the
basin.

through energy-maximising optimal control solutions for WEC arrays,
we present, in this study, the development, design, experimental im-
plementation, and performance appraisal, of optimal moment-based
control for arrays of WEC systems, in both centralised and decentralised
fashion. As a matter of fact this is, to the best of our knowledge, the
first study addressing the implementation and performance assessment
of energy-maximising optimal control to a large set of WEC array cases,
including diverse levels of interaction between devices. Based on a
1:20 scale prototype of the well-known Wavestar system (as depicted
in Figs. 1 and 3), we consider the moment-based direct transcription
solution developed in Faedo et al. (2021a), for four different WEC
array layout configurations, in an experimental campaign conducted
in the wave tank facilities available at Aalborg University (Denmark),
involving up to 3 devices simultaneously operating within the basin.
We note that the choice of this experimental system is not arbitrary,
and is motivated by the large number of previous studies available on
the (isolated) prototype (Heo & Koo, 2021; Ransley et al., 2017; Tom,
Ruehl, & Ferri, 2018; Windt et al., 2020), being also featured as the
baseline system for the Wave Energy Control Competition (WEC3OMP)
(Ringwood et al., 2019). As such, vast, transparent, and (virtually
always) public information is readily available for this prototype within
the WEC literature.

Specifically, within this study, motivated by the encouraging recent
results presented in Mosquera, Faedo, Evangelista, Puleston, and Ring-
wood (2022) (numerical) and Faedo, Mosquera, Evangelista, Ringwood
and Puleston (2022) (experimental – hardware-in-the-loop), a com-
posite energy-maximising control structure is considered: the moment-
based direct transcription technique in Faedo et al. (2021a) is used
to generate a set of optimal (motion) references in a receding-horizon
fashion (following the theoretical framework in Faedo, Peña-Sanchez
and Ringwood (2020)), which are subsequently followed (i.e. tracked)
robustly by means of sliding mode control. The choice of this com-
posite loop, as opposed to other relatively standard techniques in the
WEC field (see the discussion provided earlier within this section), is
motivated by its efficiency in uncertain scenarios: In particular, the
family of controllers based on sliding modes are virtually insensitive
to modelling uncertainty, once the corresponding sliding manifold is
reached (see e.g. Utkin, 2013). This characteristic is ideal for the WEC
case where, given the inherent complexity behind hydrodynamic WEC
modelling, the presence of uncertainty within control-oriented models
is effectively ubiquitous (Windt, Faedo, Penalba, Dias, & Ringwood,
2021), and can be detrimental in controlled scenarios. In particular,
we consider the continuous-time sliding-mode controller proposed in
Pérez-Ventura, Mendoza-Avila, and Fridman (2021) which, as explic-
itly demonstrated within this manuscript (see Section 5), effectively
3

achieves robust following of the computed energy-maximising profiles,
hence guaranteeing optimal operation of each WEC layout and sea-state
considered within this experimental campaign, and remarkable perfor-
mance. Throughout our study, the combination of these two techniques,
i.e. the composite control structure comprising moment-based optimal
profile generation and sliding-modes tracking, is termed SM2C (sliding-
mode-moment-based controller). We show that the proposed SM2C tech-
nique is able to maximise energy absorption consistently, in all the
tested WEC array layouts and operating sea-state conditions.

Furthermore, given that optimal moment-based reference gener-
ation within SM2C leverages a mathematical representation of the
WEC array for effective computation of the energy-maximising profiles
via direct transcription, we pursue a black-box system identification
approach, to experimentally identify a set of dynamical models char-
acterising each tested WEC array layout. This is performed by tailored
design of input–output (I/O) tests, both for system identification, and
subsequent model validation, within all the sea state conditions con-
sidered. The models obtained via the outlined system identification
process are subsequently exploited for the design and tuning of the
proposed SM2C accordingly. Finally, we note that the performance
of the proposed SM2C strategy is compared to a benchmark control
solution for WEC arrays, with the former showing an increase in energy
absorption of up to 2.8 times that obtained with the latter.

The remainder of this paper is organised as follows. Section 1.1
introduces the notation used throughout our study. Section 2 details
the experimental setup considered, including hardware, WEC array
layouts tested, and wave conditions for evaluation of the implemented
controllers, generated within the basin. Section 3 describes the exper-
imental modelling procedure followed for black-box system identifi-
cation of each WEC layout considered, including system passivation,
and model validation for the considered sea states tested within the
basin. Section 4 details the SM2C, including moment-based reference
generation, and subsequent tracking via continuous sliding mode con-
trol, describing each key parameter comprising the composite control
structure.

1.1. Notation and preliminaries

The set of non-negative real values is denoted as R+, while C<0 and
C0 denote the sets of complex values with negative and zero real part,
respectively. Unless otherwise stated, if 𝑥 ∈ C𝑛, the notation 𝑥𝑗 ∈ C
denotes the 𝑗th entry of 𝑥. The notation 𝜆(𝐴), with 𝐴 ∈ C𝑛×𝑛, is used for
the set of eigenvalues of 𝐴. If 𝐴 = 𝐴⋆, with ⋆ the Hermitian transpose
operator, 𝜆min(𝐴) ∈ R is used to denote the minimum eigenvalue
associated with the Hermitian matrix 𝐴. The Hermitian part of 𝐴 is
denoted (and defined) as H (𝐴) = 1

2 (𝐴 + 𝐴⋆). The notation N𝐾 is
used for the set of natural numbers up to 𝐾, i.e. N𝐾 = {1,… , 𝐾} ⊂
N. The symbols ⊙ and ⊘ are used for the Hadamard product and
division, respectively, while the notation ⊗ is used for the standard
Kronecker product. The symbols I𝑁 ∈ C𝑁×𝑁 and 1𝑁 ∈ R𝑁 denote the
identity elements of the spaces C𝑁×𝑁 and C𝑁 , considering standard and
Hadamard matrix products, respectively. 𝐹 (𝑠) and 𝐹 (𝚥𝜔) are used for
the Laplace and Fourier transform of the function 𝑓 , provided these are
well-defined. Given {𝑓, 𝑔} ⊂ 𝐿2(𝛯), 𝛯 ⊂ R, their standard inner product
is denoted (and defined) as ⟨𝑓, 𝑔⟩𝛯 = ∫𝛯 𝑓𝑔 d𝑡. The direct sum of 𝑁
matrices 𝐴𝑖 ∈ R𝑛×𝑛 is denoted as ⨁𝑁

𝑖=1 𝐴𝑖 = diag(𝐴1,… , 𝐴𝑁 ) ∈ R𝑛𝑁×𝑛𝑁 .
Given a matrix 𝑀 ∈ R𝑛×𝑚 the vectorisation operation on 𝑀 is denoted
as vec(𝑀) ∈ R𝑛𝑚. Finally, the notation ⌈𝑥⌋𝑛, with 𝑥 ∈ R, 𝑛 ∈ Q, is used
for the signed power 𝑛 of 𝑥, i.e. ⌈𝑥⌋𝑛 = |𝑥|𝑛sign(𝑥), where we note that
⌈𝑥⌋0 = sign(𝑥).

2. Experimental setup and operating conditions

This section is dedicated to providing a detailed description of
the experimental setup considered, as presented in the photograph
in Fig. 1, including the Aalborg University wave tank specifications,
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Fig. 2. Schematic representation of the wave basin at the Ocean and Coastal Engineering Laboratory, in Aalborg University. The schematic includes the position associated with
each device within the tank, and the location of the wave gauges used for free-surface elevation acquisition (cyan-numbered circles). To test the different array layout configurations,
each single prototype can be lifted out of the basin manually. The acronym SWL stands for still water level. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
baseline WEC system, equipment associated with each device, wave
gauge positions within the wave tank, and the considered WEC ar-
ray layout specifications within this energy-maximising experimental
control study.

2.1. Wave tank specifications

The wave tank facilities, considered within this experimental cam-
paign, are those available at the Ocean and Coastal Engineering Labo-
ratory at Aalborg University, Denmark. The dimensions associated with
the basin are as described in the schematic presented1 in Fig. 2. In
particular, the available facilities comprise a basin of 19.3 [m] × 14.6
[m] × 1.5 [m] (length × width × depth), with an active testing area
of 13 [m] × 8 [m] (length × width). The wave tank is equipped with
a state-of-the-art long-stroke segmented wavemaker system with active
absorption, composed of 30 individually controlled wave paddles, ca-
pable of producing a large variety of sea state conditions with high
accuracy (see VTI, 2023). Within this study, the water depth within the
tank has been fixed to 0.9 [m], while the wavemaker is set to generate
long-crested waves, i.e. parallel with respect to (w.r.t.) the 𝑦-axis, and
with a direction of 0◦ on the 𝑥-axis, as indicated within Fig. 2.

2.2. Prototype WEC and acquisition system

The baseline WEC system, chosen for this array experimental cam-
paign, is a 1:20 scale Wavestar wave energy conversion system (Hansen
& Kramer, 2011). The single unit of this prototype, illustrated in Fig. 3,
comprises a floater mechanically hinged to an out-of-the-water fixed
reference point (point A in Fig. 3). At the equilibrium position, the
floater’s arm stands at approx. 30◦ w.r.t. the still water level (SWL).
Note that the WEC is free to move in a single DoF. The main set
of parameters associated with the single baseline prototype can be
found in Table 1. The PTO (actuator) system is an electrical, direct-
drive, linear motor (LinMot Series P01-37 𝑥 240F ), sitting on the upper
structural joint composing the device (see Fig. 3). The corresponding
drive is a LinMot E1200, with a force rating up to ±200 [N].

1 Note that Fig. 2 is simply a schematic representation of the setup, and
objects are not to scale with respect to the tank dimensions.
4

Fig. 3. Photo of the baseline Wavestar prototype unit for the WEC array experimental
campaign (right) and associated schematic representation (left). The acronym SWL
stands for still water level.

Although translational displacement (in the linear generator degree
of freedom) can be directly obtained as an output of the PTO driver,
it is also measured via a dedicated laser position sensor (MicroEpsilon
ILD-1402-600) for redundancy (see Fig. 3), while the total force exerted
on the PTO axis is measured by means of a S-beam Futek LSB302 load
cell. The system is equipped with a dual-axis accelerometer (Analog
Devices ADXL203EB) sitting on top of the prototype floater, which,
together with the translational motion measurements, is explicitly used
to derive rotational motion (i.e. angular displacement and velocity)
about the fixed reference point A (see the schematic in Fig. 3). The
data acquisition flow adopted comprises both host and target PCs,
with the target PC directly interfaced to the WEC systems. The target
PC is a Speedgoat real-time target machine (Speedgoat, 2023), which
includes all the associated modules to handle I/O variables, connected
via a standard Ethernet to the host PC, transferring data using a user
datagram protocol (UDP). Acquisition is consistently performed at a
sampling rate of 200 [Hz], for all the acquired variables, throughout
the experimental campaign.
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Table 1
Main WEC parameters.

Parameter Value (including units)

Floater mass 4 [kg]
Mass moment of inertia w.r.t. A 1 [kg m2]
Floater draft 0.110 [m]
Floater diameter at SWL 0.256 [m]
Equilibrium position w.r.t. point A 𝜃0𝐀 0.523 [rad]
Distance points A–C 𝐿𝐀𝐂 0.412 [m]
Distance points C–B 𝐿𝐂𝐁 (in eq.) 0.381 [m]
Distance points A–B 𝐿𝐀𝐁 0.200 [m]
Distance points A–E 𝐿𝐀𝐄 0.484 [m]
Distance points A–E in 𝑥 0.437 [m]
Distance points A–E in 𝑧 0.210 [m]
Centre of gravity in 𝑥 0.415 [m]
Centre of gravity in 𝑧 −0.206 [m]
Centre of buoyancy in 𝑥 0.437 [m]
Centre of buoyancy in 𝑧 −0.321 [m]
Arm mass 1.157 [kg]
Arm moment of inertia w.r.t. A 0.060 [kg m2]

From now on, we use the following convention w.r.t. the WEC
rototype main variables, all of which (either by direct measurement
r reconstruction/estimation) are effectively considered within the ex-
erimental campaign2:

(M) Measured variables:

𝑧PTO: Linear displacement of the PTO motor. This can be mea-
sured either via the incorporated driver sensor, or the laser
sensor on top of the PTO axis.

𝑎𝐄: Linear acceleration of the WEC floater at point E. This can
be measured by virtue of the accelerometer on top of the
floater.

𝑓𝐁: Force at point B. This can be measured directly by the load
cell sitting on the PTO axis.

(E) Reconstructed/estimated variables:

𝑓𝜃 : Torque (in [N m]) w.r.t. point A.
𝑧𝜃 : Angular displacement (in [rad]) of the WEC prototype w.r.t.

point A.
𝑣𝜃 : Angular velocity (in [rad/s]) of the WEC prototype w.r.t.

point A.
𝑎𝜃 : Angular acceleration (in [rad/s2]) of the WEC prototype

w.r.t. point A.

In particular, 𝑓𝜃 , 𝑧𝜃 , and 𝑎𝜃 can be reconstructed using the set of
measured variables listed above in (M), i.e. (see e.g. Ringwood et al.,
2019)

𝑓𝜃 = 𝑓𝐁 cos
⎛

⎜

⎜

⎝

sin−1
⎛

⎜

⎜

⎝

𝐿2
𝐀𝐂 − 𝐿2

𝐀𝐁 −
(

𝐿𝐂𝐁 + 𝑧PTO
)2

−2𝐿2
𝐀𝐁

(

𝐿𝐁𝐂 + 𝑧PTO
)

⎞

⎟

⎟

⎠

⎞

⎟

⎟

⎠

𝐿𝐀𝐁,

𝑧𝜃 = 𝜃0𝐀 − sin−1
⎛

⎜

⎜

⎝

(

𝐿𝐂𝐁 + 𝑧PTO
)2 − 𝐿2

𝐀𝐂 − 𝐿2
𝐀𝐁

−2𝐿𝐀𝐂𝐿𝐀𝐁

⎞

⎟

⎟

⎠

,

𝑎𝜃 =
𝑎𝐄
𝐿𝐀𝐄

.

(1)

The only variable in (E) which cannot be directly computed via the
measured quantities in (M) is the velocity of the system w.r.t. point A,
i.e. 𝑣𝜃 , requiring estimation in software. To do this with the available
measures, described in the paragraph immediately above, we use a
Kalman Filtering (KF) technique (see e.g. Chui, Chen, et al., 2017) to
provide estimates of 𝑣𝜃 when needed. Note that the same procedure,
or estimation of 𝑣𝜃 , has been employed accordingly in e.g. Faedo et al.

(2023) and Ringwood et al. (2019), for the same prototype device.

2 From now on, the dependence on 𝑡 is dropped when clear from the
context.
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Table 2
Waves tested within the presented control-oriented experimental campaign.

ID Type 𝑇𝑝 [s] 𝐻𝑠 [m] 𝛾 Length [s]

ISS1 Irregular 1,412 0,063 3,3 300
ISS2 Irregular 1,836 0,104 3,3 300
ISS3 Irregular 0,988 0,021 1 300

2.3. Device positioning and layout design

Three prototypes (D1 to D3) are considered and placed within the
wave basin for this WEC array experimental campaign, each mounted
on a gantry by means of a supporting structure (see Fig. 1). These
devices are placed in a row-like formation, with a distance of 39 [cm]
from centre to centre of adjacent devices. Note that this corresponds
to approximately 1.5 times the diameter of the prototype floater (see
Table 1), resulting in an inter-device distance (floater edge-to-edge) of
approximately 1 radius, i.e. 13 [cm]. Each single prototype can be lifted
out of the water manually, hence facilitating the testing of different
layout configurations by simply pulling a specific set of devices out of
the basin.

We consider 4 different layout configurations (L0 to L3) involving
up to 3 different devices operating simultaneously within the basin, as
schematically illustrated within Fig. 2. The choice of these layouts is,
naturally, not arbitrary, as detailed in the following. We first note that
the testing set is comprised of one layout with a single device (L0),
two with two devices (L1 and L2), and, finally, one layout with three
WECs operating within the basin (L3). L0, which, as discussed within
Section 1, has been considered previously in the modelling/validation
literature for this specific Wavestar prototype (see e.g. Heo & Koo,
2021; Ringwood et al., 2019; Tona, Sabiron, Nguyen, Mérigaud, & Ngo,
2020; Zurkinden, Ferri, Beatty, Kofoed, & Kramer, 2014 and, in partic-
ular, Faedo et al. (2023), under moment-based control conditions), is
chosen as the ‘baseline’ case, and consists of a standard single device
configuration. L1 to L2 constitute the first set of tested layouts with
multiple WEC prototypes. These layouts are designed with essentially
the same formation, but with different inter-device distances. The
underpinning designs for L1 to L2 allows for direct characterisation of
the effect of interactions between devices as a function of the distance
between bodies (see e.g. Babarit, 2013; Chen, Gao, Meng, & Fu, 2016;
De Andrés, Guanche, Meneses, Vidal, & Losada, 2014; Falcao, 2002). L3
incorporates a third device into the basin, and is designed as a natural
‘extension’ of L1 and L2.

2.4. Sea states definitions

This section discusses the definition of the tested sea state conditions
selected for this experimental campaign. As it is virtually always the
case within the marine/ocean engineering community, realistic waves
can be represented in terms of a set of stochastic descriptions, with
an associated (dense) spectrum (see e.g. Ochi, 1998). While different
models can be used to characterise ocean waves, a particularly popular
representation is that provided by the so-called JONSWAP spectrum
(Hasselmann, Dunckel, & Ewing, 1980), describing wind-generated seas
with fetch limitations. Within such a stochastic description, three main
parameters can be identified, i.e. significant wave height 𝐻𝑠, peak wave
period 𝑇𝑝, and peak-enhancement factor 𝛾.

Three irregular sea states (ISS1 to ISS3) are considered within
this experimental campaign, as described in Table 2. The parameters
for these conditions have been directly adopted from the benchmark
control case established by the WEC3OMP (Ringwood et al., 2019),
and aim to represent diverse operating sea states for controlled device
motion conditions. The theoretical spectra (normalised w.r.t. ISS2,
which is the most energetic condition) associated with these sea states
are shown in Fig. 4. Two narrow-banded operating scenarios (ISS1 and
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Fig. 4. Theoretical spectra for the irregular wave conditions used within this
experimental study.

ISS2) are considered, with different peak periods and associated signif-
icant wave heights. Finally, ISS3 represents a broad-banded operating
case, with significant energy content covering low-, resonance, and
high-frequency components. Note that, for reference, Fig. 4 includes
a characterisation of the I/O magnitude response (torque-to-velocity
— see Section 3) of the single prototype system (dotted), computed
numerically using boundary element methods (BEMs) (see e.g. Kurnia
& Ducrozet, 0000).

3. Experimental WEC array modelling

This section introduces the modelling framework considered within
this experimental campaign, inspired by the results obtained for the
single device case presented in Faedo et al. (2023), now derived for
farms of WEC systems. In particular, we consider the dynamical model
associated with each WEC array layout considered about the reference
point A in Fig. 3, for each device involved. To be precise, let 𝑁 ∈ N
be the number of devices involved in a particular array configuration.
Considering the angular velocity about A as the system output, the I/O
dynamical equation can be written in terms of a representative linear
operator 𝐺𝜃 ∶ C → C𝑁×𝑁 , 𝑠 ↦ 𝐺𝜃(𝑠), i.e.

𝑉𝜃(𝑠) = 𝐺𝜃(𝑠)
(

𝐹𝜃(𝑠) + 𝑈 (𝑠)
)

, (2)

where 𝐺𝜃(𝑠) is both bounded-input bounded-output (BIBO) stable and
positive real, i.e. passive (see e.g. Faedo, Peña-Sanchez, Carapellese,
Mattiazzo and Ringwood, 2021; Taghipour, Perez, & Moan, 2008),
𝑣𝜃(𝑡) ∈ R𝑁 and 𝑓𝜃(𝑡) ∈ R𝑁 are the angular velocity and wave excitation
torque vectors about the reference point A (following the notation
introduced in Section 2), respectively, and 𝑢(𝑡) ∈ R𝑁 represents the
control input, to be designed such that the mechanical energy extracted
from the incoming wave field is maximised, for each layout considered.

In the following, the computation of the map 𝐺𝜃 in (2) is addressed,
based on a black-box system identification approach. The computed
models, according to each tested WEC array configuration, are then
subsequently considered for control design purposes, within Section 4.

3.1. System identification

In this study, and inspired by the single device case presented in
Faedo et al. (2023), the characterisation of the map 𝐺𝜃 in (2) is pursued
via system identification procedures. In particular, a black-box system
identification method is employed (see, for instance, Ljung, 1999),
with an appropriate definition of a set of I/O experiments, designed
to characterise the underlying dynamics, for each WEC layout tested
within this experimental campaign.

Remark 1. An alternative path, to that pursued within this study,
would be to follow standard (white-box) physical modelling
approaches, where BEM solvers are employed to compute a numerical
characterisation of the device based on potential flow theory (Papillon,
6

Costello, & Ringwood, 2020). This path is not followed within this c
paper since, as detailed in e.g. Faedo et al. (2023), such an approach
nly focuses on the hydrodynamics associated with the WEC array, sys-
ematically ‘ignoring’ any non-ideal physical characteristics associated
ith the experimental nature of the setup involved. In addition, models
erived from data have the added advantage of being representative of
he nature (particularly amplitude) of the associated signals (Davidson,
iorgi, & Ringwood, 2015), while linear BEM-based models assume

nfinitesimally small movement, which is challenged under controlled
onditions (Windt et al., 2021).

To be precise, we define a test (torque) input set FID = {𝑓 𝑝
ID}𝑝∈N𝑁̃

⊂

, where each 𝑓 𝑝
ID is a linear down-chirp signal with amplitude 𝐴𝑝 ∈

ID = {𝐴𝑝}𝑝∈N𝑁̃
⊂ R+, designed to excite each device within the

requency set WID = [𝜔i, 𝜔f] ⊂ R+, with an experiment duration of
ID ∈ R+. The use of a down-chirp signal, as opposed to the more

‘classical’ up-chirp case, is considered to minimise the effect of wall
radiated waves on the experiment results (see the arguments posed in
Faedo et al. (2023) and García-Violini, Peña-Sanchez, Faedo, Ferri, and
Ringwood (2023)).

Based on the input set defined above, each identification test, for
every WEC array involved, is performed in terms of the following
procedure: In still water, i.e. without the presence of waves within
the basin, the set FID is applied via the PTO system associated with
the 𝑗th device of the considered layout only, producing an associated
set of angular velocity outputs VID−𝑗 = {𝑣𝑝ID−𝑗}𝑝∈N𝑁̃

⊂ R𝑁 . With this

information, and by consistently performing this test for each device
in the layout, i.e. for 𝑗 ∈ N𝑁 , a non-parametric frequency-domain
characterisation can be readily computed in terms of the so-called
average empirical transfer function estimate (aETFE) (Ljung, 1999):

𝐺̄𝜃(𝚥𝜔) =
[

𝐺̄𝜃1 (𝚥𝜔) … 𝐺̄𝜃𝑁 (𝚥𝜔)
]

∈ C𝑁×𝑁 (3)

where each 𝐺̄𝜃𝑗 (𝚥𝜔) ∈ C𝑁 is computed according to all 𝑗th tests, i.e.

𝐺̄𝜃𝑗 (𝚥𝜔) =
1
𝑁̃

∑

𝑝∈N𝑁̃

𝐺̃𝑝
𝜃𝑗
(𝚥𝜔).

𝐺̃𝑝
𝜃𝑗
(𝚥𝜔) = 𝑉 𝑝

ID−𝑗 (𝚥𝜔)⊘
(

1𝑁 ⊗ 𝐹𝑁
ID (𝚥𝜔)

)

,
(4)

and 𝐺̃𝑝
𝜃𝑗
(𝚥𝜔) ∈ C𝑁 in (4) represents a single ETFE associated with the

input chirp amplitude 𝐴𝑝.
With the computation of 𝐺̄𝜃𝑗 (𝚥𝜔) in (3), standard system identifi-

cation techniques can be considered for parametric approximation of
the corresponding response operator. In particular, within this study,
we leverage frequency-domain subspace-based techniques, as per (McK-
elvey, Akçay, & Ljung, 1996). These non-iterative identification meth-
ods are essentially based on the extraction of a low-dimensional sub-
space characterising the underlying system by means of a truncated
singular value decomposition of the associated input/output data. This
process provides, for each considered WEC array layout, a continuous-
time, finite-dimensional, strictly proper, state–space system3

𝐺𝜃 ≈ 𝐺ID−𝜃 ≡

{

𝑥̇ = 𝐴𝑥 + 𝐵(𝑓𝜃 + 𝑢),

𝑣𝜃 = 𝐶𝑥,
(5)

where the triple (𝐴,𝐵, 𝐶) ∈ R𝑛×𝑛 × R𝑛×𝑁 × R𝑁×𝑛 is minimal, and
𝜆(𝐴) ⊂ C<0, i.e. system (5) is asymptotically stable.

To illustrate the procedure described within this section, and avoid
overflowing this paper with what can be considered to be analogous
results, we present an appraisal of the model computed for the most
‘complex’ layout, i.e. L3, which is composed of three WEC devices
aligned with respect to the 𝑦-axis of the basin. The set of chirp ampli-
tudes is chosen as AID = {2, 2.5, 3, 3.5, 4} [N m], with an exciting band of
WID ≈ [0.1, 30] [rad/s], and a time-domain length set to 𝑇ID = 140 [s]. In

3 From now on, the dependence on 𝑡 is dropped when clear from the
ontext.
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model 𝐺ID−𝜃 , without (dotted grey lines) and with (solid black lines) passivation applied. (For interpretation of the references to colour in this figure legend, the reader is referred
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particular, Fig. 5 shows the Bode plot associated with each single ETFE,
computed in terms of each performed experiment (green lines with
transparency), and the response characterising the identified model
𝐺ID−𝜃 (dotted grey lines). Note that a significant interaction exists
between WECs (especially for adjacent devices) close to the resonance
condition.

3.2. Model passivation

Though effectively able to represent the empirical response obtained
ia the designed I/O experiments, the model computed in (5) does
ot necessarily respect the well-known positive-real condition for the
ap 𝐺𝜃 in (2). This condition, which is fundamental to guarantee

he existence and uniqueness of energy-maximising solutions within
oment-based theory (see Section 4.1), needs to be enforced accord-

ngly, in order to ensure physical representativity of the computed WEC
rray model, for each layout considered.

To achieve this, we consider the passivised mechanism proposed in
aedo, Peña-Sanchez et al. (2021), which is based upon insertion of a
uitably defined additive perturbation 𝛥𝐶 ∈ R𝑁×𝑛 to the output matrix
7



in (5). In other words, system (5) is modified accordingly as

ID−𝜃 ↤

{

𝑥̇ = 𝐴𝑥 + 𝐵(𝑓𝜃 + 𝑢),

𝑣𝜃 = (𝐶 + 𝛥𝐶)𝑥 = 𝐶𝑥,
(6)

here, with some abuse of notation, we keep the same variable 𝐺ID−𝜃
or convenience of exposition. The value for 𝛥𝐶 is computed based on a
inear matrix inequality (LMI) approach, where the well-known positive
eal lemma (Marquez, 2003, Chapter 8) is enforced, while minimising
𝛥𝐶‖ in terms of a suitable norm. The interested reader is referred
o Faedo, Peña-Sanchez et al. (2021) for further detail on the under-
ying framework for LMI-based passivation, with the corresponding
umerical implementation in Faedo (2021).

The frequency response associated with the passivated model is
hown in Fig. 5, using solid black lines. Note that, while the behaviour
etween models (5) and (6) is similar close to resonance conditions,
he low-frequency behaviour is effectively different, even for the (dom-
nant) diagonal elements of the frequency response matrix. To further
llustrate the nature of this phenomenon, analogously to Faedo, Peña-
anchez et al. (2021), we define the following real-valued operator
∶ R → R

( ( ))
(𝜔) = 𝜆min H 𝐺ID−𝜃(𝚥𝜔) , (7)
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dentified models. The red colour is used to indicate the area of violation of the positive
eal condition. (For interpretation of the references to colour in this figure legend, the
eader is referred to the web version of this article.)

hich essentially measures the minimum eigenvalue 𝜆min associated
with the Hermitian matrix H (𝐺ID−𝜃(𝚥𝜔)). In other words, if (𝜔) ∈ R+

for every 𝜔, then the associated system 𝐺ID−𝜃 is positive real. Based on
the definition provided in (7), Fig. 6 illustrates the output of  for the
identified model (dotted grey), and identified model with passivation
(solid black), i.e. Eqs. (5) and (6), respectively. Note that, the non-
passivised model (5) presents negative values of  , particularly within
the low-frequency range. In contrast, the passivised model (6), by virtue
of a suitable design of 𝛥𝐶, provides a response consistent with a positive
real system, while still preserving an accurate representation of the
ETFE computed (see Fig. 5).

3.3. Model assessment

Within this section, we provide an assessment of the models com-
puted via the process described in Sections 3.1 and 3.2. To achieve
such an objective, a measurement of the wave excitation force 𝑓𝜃 ,
and corresponding angular velocity output 𝑣𝜃 , are required, in order
to assess the quality of the identified system, for each generated wave
within the basin and WEC array layout tested. This is achieved, within
the wave tank, in terms of a ‘two-stage’ process, as described in the
following.

In the first stage, the devices involved in each layout are essentially
locked in position (each associated PTO motor shaft is locked — see e.g.
Faedo et al., 2023), and hence the force 𝑓𝐁 exerted by each particular
wave realisation can be measured directly via the load cell attached to
point B (see Section 2.2 and Fig. 3), and transformed to torque w.r.t.
point A, i.e. 𝑓𝜃 , via Eq. (1). To illustrate this first stage, Fig. 7 shows
a time-snippet of the measured wave excitation force for ISS1, in the
case of L3 (D1 to D3).

In the second stage, and by generating the same wave realisations
within the basin, two main motion variables are measured directly,
for each corresponding WEC array layout involved, using the instru-
mentation available on each device: Linear (PTO) position 𝑧PTO (either
via the incorporated sensor within the corresponding driver or the
laser position sensor situated on top of the motor — see Section 2.2),
and floater (linear) acceleration 𝑧̈𝐄 (measured via the accelerometer
placed on top of each floater). These two variables can be used to
provide estimates of 𝑣𝜃 , by means of a standard Kalman Filter (see the
discussion provided in Section 2.2).

Following the acquisition procedure described above, we proceed
to provide a numerical appraisal of the performance of the computed
models for each WEC array layout considered, and sea state condition
generated within the basin. To begin the analysis, and illustrate per-
formance in graphical terms, i.e. qualitatively, Fig. 8 shows measured
8

Fig. 7. Left axis: Time-snippet of the measured wave excitation force for ISS1, for the
case of L3 (D1 to D3). Right axis: Corresponding time-snippet for free-surface elevation,
as measured by wave probes 1, 2 and 3 in empty basin conditions, respectively.

(dashed grey) and passivised model (solid black) velocity outputs, for
all three wave excitation forces corresponding with ISS1 (see Fig. 7),
in the case of the L3 array (D1 to D3). Note that a good agreement can
be appreciated between all signals, with the model effectively able to
capture the main dynamics characterising the WEC array.

Finally, and to provide a quantitative measure of performance
for the computed models, we define the normalised mean absolute
percentage error (NMAPE) as

NMAPE(𝑓, 𝑓ref) =
100
𝑁𝑓

𝑁𝑓
∑

𝑖=1

|𝑓 (𝑡𝑖) − 𝑓ref(𝑡𝑖)|
max𝑖(|𝑓ref(𝑡𝑖)|)

%, (8)

where 𝑁𝑓 ∈ N refers to the number of samples associated with the
(sampled) signal 𝑓 (𝑡) ∈ R, and where 𝑓ref(𝑡) is the target (reference)
signal. Based on the definition provided in (8), Table 3 reports the
NMAPE value for all the layouts considered, in every individual wave
condition. Note that both the individual and mean errors are always
below 10%, showing the capabilities of each model to represent all
the considered layouts, for each operating condition tested within the
basin.

4. Controller design

Within this section, we describe the overall control loop and so-
lution employed for the experimental campaign, for each WEC array
layout and sea state considered. As discussed in Section 1, the controller
considered, termed SM2C, can be seen as a ‘composite’ system, with
two main stages. First, a model-based optimal reference generation
algorithm is employed, based on the theory of moments and steady-
state response properties associated with the WEC array under analysis
(see Faedo, Scarciotti et al., 2019; Faedo et al., 2021a and Section 4.1).
This stage produces a set of desired signals {𝑢opt

𝜃 , 𝑧opt
𝜃 , 𝑣opt

𝜃 }, describing
optimal torque, angular displacement, and angular velocity, which pro-

duce maximum energy absorption from the incoming wave, according
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Fig. 8. Left axis: Measured (dashed grey) and passivised model (solid black) outputs
(angular velocity), for all three wave excitation forces corresponding with ISS1, in the
case of L3 (D1 to D3). Right axis: Corresponding instantaneous normalised error (in
accordance with the definition in (8)).

Table 3
NMAPE for each identified (and passivised) model, corresponding to layouts L0, L1, L2
and L3, and every tested sea state.

Layout ID D1 D2 D3 Mean

L0
ISS1 7.10% – – 7.10%
ISS2 6.42% – – 6.42%
ISS3 6.32% – – 6.32%

L1
ISS1 4.50% 4.09% – 4.30%
ISS2 5.88% 6.07% – 5.98%
ISS3 6.21% 4.12% – 5.17%

L2
ISS1 8.78% – 5.83% 7.31%
ISS2 6.81% – 5.56% 6.20%
ISS3 6.77% – 6.24% 6.51%

L3
ISS1 6.19% 6.58% 4.61% 5.80%
ISS2 5.82% 6.55% 5.16% 5.85%
ISS3 6.70% 6.60% 7.08% 6.87%

to the current operational sea state. These optimal target profiles are
produced in a receding-horizon fashion, exploiting knowledge of the
wave excitation force 𝑓𝜃 in a pre-defined time window (see Section 4.1).
ollowing optimal reference generation, the second stage is essentially
omposed of an inner tracking loop which, exploiting variable structure
ystems (sliding mode, in this case) theory, achieves robust following of
he computed energy-maximising profiles, hence guaranteeing optimal
peration of each WEC layout and sea-state considered within this
xperimental campaign. An overall view of the control loop is presented
n Fig. 9, schematically designed for the most ‘complex’ array case, i.e.
9

L3, with all three devices within the basin. G
Fig. 9. Schematic of the composite loop for the SM2C, in the case of L3.

4.1. Optimal reference generation via moment-based theory

Reference generation is based on providing a solution to the energy-
maximising optimal control problem (OCP) for WEC systems, adopting
a receding-horizon approach. To be precise, absorbed power is set as
the main objective function J𝐾 in this study, i.e.

J𝐾 ↦ − 1
𝑇h ∫𝛯𝐾

𝑣𝖳𝜃 𝑢d𝑡, (9)

here 𝛯𝐾 = [𝐾𝛥h, 𝐾𝛥h+𝑇h] ⊂ R+, 𝐾 ∈ N, where 𝑇h denotes the length
of the 𝐾th time-window, i.e. the time horizon, in which (9) is effectively
maximised, and where 𝛥h denotes the receding time step. In this paper,
and aiming to guarantee the safe operation of all the devices involved
in any given array configuration, we consider a set of input constraints
C along with J𝐾 for the effective definition of the associated OCP. In
particular,

C =
{

𝑢 ∈ R𝑁
| |𝑢| ≤ 𝑈max

}

, 𝑡 ∈ R+, (10)

where 𝑈max ∈ R𝑁 denotes the maximum admissible value for the con-
trol torque. With the objective function (9), and the set of constraints in
(10), the energy-maximising OCP for WEC systems (P𝐾 ), giving origin
to the optimal reference generation procedure, can be stated as:

(P𝐾 ) ∶
{

𝑢opt
𝜃 , 𝑧opt

𝜃 , 𝑣opt
𝜃

}

↤ max
𝑢,𝑧𝜃 ,𝑣𝜃

J𝐾

subject to:
Array dynamics 𝐺ID−𝜃(6).
Constraint set C in (10).

(11)

A summary of the receding-horizon reference generation procedure can
be then synthesised in the following steps:

(1) R𝐾 ∶
{

𝑢opt
𝜃 , 𝑧opt

𝜃 , 𝑣opt
𝜃

}

↤ Solve (P𝐾 ) for the time window 𝛯𝐾 .

(2) Provide a reference set R𝐾 for the inner tracking loop in the
interval [𝐾𝛥h, (𝐾 + 1)𝛥h] ⊂ R+, i.e. for a single receding horizon
step 𝛥ℎ.

(3) Move 𝛯𝐾 ↦ 𝛯𝐾+1 and go back to (1).

Clearly, Problem (P𝐾 ), as in (11), is defined over an infinite-
imensional space. In order to provide a computationally tractable
pproximation of Problem (P𝐾 ), i.e. implementable in real-time, we
everage the direct optimal control procedure for WECs based on the
heory of moments. Moment-based theory, originally developed within
he field of model order reduction for ordinary differential equations
Astolfi et al., 2020), has been exploited for direct transcription of
ptimal control problems for the first time in Faedo, Scarciotti, Astolfi,
nd Ringwood (2018), showing that this mathematical framework is
ble to produce a numerically tractable nonlinear program (NP), later
olved using state-of-the-art optimisation routines. Several variations of
his algorithm have been developed, including e.g. nonlinear (Faedo,

iorgi, Ringwood and Mattiazzo, 2022; Faedo, Scarciotti, Astolfi, &
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Ringwood, 2021b) and robust (Faedo, García-Violini, Scarciotti, Astolfi
and Ringwood, 2019) solutions, with a corresponding extension to WEC
arrays in Faedo et al. (2021a).

Remark 2. Note that, in order to compute the associated optimal
trajectories resulting from (11), knowledge of the wave excitation force
is required within each window 𝛯𝐾 , i.e. the optimal control action is
effectively non-causal, in line with standard energy-maximising theory
for WECs (see e.g. Ringwood, Zhan, & Faedo, 2023). Given that the
main objective of this paper is the development, design, experimental
implementation, and performance appraisal of the SM2C for WEC array
systems (the subject of this section) and the corresponding implemen-
tation presented in Section 5, knowledge of the wave excitation force,
for each time window 𝛯𝐾 , is leveraged by following the procedure
described in Section 3.3, for each sea state and array layout involved.
This is performed to decouple estimation/forecasting and control prob-
lems (which is the main focus of this study), respectively, in the spirit
of the separation principle. Nonetheless, we stress that, if required,
wave excitation force estimates (instantaneous and future values) can
be directly incorporated in the moment-based reference generation
procedure. As a matter of fact, this has been considered explicitly, in
combination with moment-based theory, in the recent study (Faedo
et al., 2023), where a single WEC device is considered under optimal
control conditions.

Within the following paragraphs, and aiming to keep this paper
reasonably self-contained, we recall the main concepts underlying
moment-based theory for arrays of WEC systems, in a centralised
fashion. In particular, the main steps taken for the direct transcription
of Problem (P𝐾 ), in terms of moments, are both elucidated and detailed,
in order to provide the corresponding optimal reference profiles to be
tracked by the inner sliding mode controller, described in Section 4.2.

To be precise, for any given WEC array layout with 𝑁 devices, let
𝑓𝜃 be described in terms of the following autonomous, continuous-time,
multiple-output, signal generator G , i.e.

G ∶

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑍̇ =
(

I𝑁 ⊗𝑆
)

𝑍,

𝑓𝜃 = 𝐿𝜃𝑍,

𝑆 =
𝜈∕2
⨁

𝑝=1

[

0 𝑝𝜔0
−𝑝𝜔0 0

]

,

𝑍0 = 𝑍(𝐾𝛥h),

(12)

here the triple (I𝑁⊗𝑆,𝐿𝜃 , 𝑍0) ∈ R𝑁𝜈×𝑁𝜈×R𝑁×𝑁𝜈×R𝑁𝜈×𝑁 is minimal,
.e. the pairs (I𝑁⊗𝑆,𝐿𝜃) and (I𝑁⊗𝑆,𝑍0) are observable and reachable,
espectively. Furthermore, note that 𝜆(𝑆) = {±𝑝𝚥𝜔}𝑝∈N𝜈

⊂ C0 so that it
s straightforward to show that the output of (12) is always bounded
nd 𝑇h-periodic, with 𝑇h = 2𝜋∕𝜔0.

With the representation of 𝑓𝜃 as in (12), and following the argu-
ents in e.g. Faedo, Giorgi et al. (2022) and Faedo et al. (2021b), we
roceed to represent the control input in terms of the so-called extended
ignal generator G̃ , i.e.

̃∶

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

̇̃𝑍 =
(

I𝑁 ⊗𝑆
)

𝑍,

𝑓𝜃 = 𝐿𝜃𝑍,

𝑢 = 𝐿𝑢𝑍,

𝑆 = 𝑆 ⊕

( 𝜄∕2
⨁

𝑝=𝜈+1

[

0 𝑝𝜔0
−𝑝𝜔0 0

]

)

,

𝐿𝜃 =
[

𝐿𝜃 0
]

,

𝑍0 =
[

𝑍0 𝑍(𝐾𝛥h)
]

,

(13)

with 𝜈̃ = 𝜈 + 𝜄, and where the pair (I𝑁 ⊗ 𝑆,𝑍0) ∈ R𝑁𝜈̃×𝑁𝜈̃ × R𝑁𝜈̃×𝑁 is
10

reachable.
emark 3. Note that the wave excitation force 𝑓𝜃 , as defined in G ,
s written in terms of the extended generator G̃ by merely using an
nclusion operator, i.e. R𝑁𝜈×𝑁 ←→ R𝑁𝜈̃×𝑁 ∶ 𝐿𝜃 ←→ 𝐿𝜃 = [𝐿𝜃 0].

Remark 4. The signal generator G̃ in (13) is an extension of G in
(12) in the sense that it incorporates 𝜄∕2 additional harmonics of the
fundamental frequency 𝜔0 to represent, in implicit form, the control
input 𝑢. In other words, given the excitability of the pair (I𝑁 ⊗𝑆,𝑍0),
and the nature of the eigenspace of 𝑆, it is relatively straightforward
to show that, according to (13),

𝑢𝑖 ∈ span
(

{cos(𝑝𝜔0𝑡), sin(𝑝𝜔0𝑡)}𝑝∈N𝜈̃

)

, (14)

for every 𝑖 ∈ N𝑁 .

With the definition of the signal generator in (13), and the identified
passive system (6), it is possible to show that there exists a unique
(Faedo et al., 2021a) matrix 𝛱 which solves the Sylvester equation

𝐴𝛱 + 𝐵
(

𝐿𝜃 − 𝐿𝑢

)

= 𝛱
(

I𝑁 ⊗𝑆
)

, (15)

and, for any given trajectory 𝑍(𝑡) of G̃ , fully characterises the steady-
state response 𝑥ss of (6), i.e. 𝑥ss(𝑡) = 𝛱𝑍(𝑡).

emark 5. Note that, correspondingly, the steady-state output re-
sponse can be written in terms of the unique solution of (15) as 𝑣𝜃ss =
𝐶𝛱𝑍(𝑡) = 𝐿𝑣𝑍(𝑡), with 𝐿𝑣 ∈ R𝑁×𝑁𝜈̃ . Following standard notation, the

atrix 𝐿𝑣 is termed the moment of system (6) at the extended signal
enerator (13).

As per the framework presented in Faedo et al. (2021a), the solution
f (15) can be computed explicitly, by leveraging the vectorisation
perator, i.e.

ec
(

𝐿𝑣

)

=
(

I𝜈̃ ⊗ 𝛹̃
)

vec
(

𝐿𝜃 − 𝐿𝑢

)

,

𝛹̃ =
(

I𝑣̃ ⊗𝐶
)

𝛷̃−1 (I𝑣̃ ⊗𝐵
)

,

𝛷̃ = 𝑆 ⊗ I𝑛 + I𝜈̃ ⊗𝐴,

(16)

here 0 ∉ 𝜆(𝛷) since 𝜆(𝑆) ∩ 𝜆(𝐴) = ∅ (see e.g. Astolfi, 2010; Brewer,
978). The moment-based representation arising from the implicit form
ignal generator (13), and corresponding moment equation (16), can be
sed to transcribe the OCP (11) into a finite-dimensional NP (see Faedo,
carciotti et al., 2019; Faedo et al., 2021a for further detail),

P̃𝐾 ) ∶

𝑢opt = 𝐿𝑢
opt

𝑍,

𝑧opt
𝜃 =

(

I𝜈̃ ⊗ 𝛹̃
)

vec
(

𝐿𝜃 − 𝐿𝑢
opt)(

I𝑁 ⊗𝑆−1
)

𝑍,

𝑣opt
𝜃 =

(

I𝜈̃ ⊗ 𝛹̃
)

vec
(

𝐿𝜃 − 𝐿𝑢
opt)

𝑍,

(17)

ith the optimal moment-based representation 𝐿𝑢
opt

the solution of the
trictly concave QP

𝑢̃
opt

= arg max
𝐿𝑢∈R𝑁×𝑁𝜈̃

1
2

vec
(

𝐿𝑢

)𝖳 (

I𝜈̃ ⊗ 𝛹̃𝖳
)

vec
(

𝐿𝑢

)

− 1
2

vec
(

𝐿𝜃

)𝖳 (

I𝜈̃ ⊗ 𝛹̃𝖳
)

vec
(

𝐿𝑢

)

,

subject to:

𝐿𝑢𝑍 ∈ C , ∀𝑡 ∈ ̃ = {𝑡𝑖}𝑖∈N𝑁𝑐
,

(18)

and where the finite-dimensional set ̃ is used to collocate (uniformly)
the set of constraints in (10) at 𝑁𝑐 ∈ N time instants. In particular, via
collocation and moment-based variables, note that the set C in (10) can
be mapped to a closed half-space L𝑢 accordingly, i.e.

𝐿 𝑍 ∈ C
𝑡∈̃
←←←←←←←←←←←←←←←←→ 𝐿 ∈ L ⊂ R𝑁×𝑁𝜈̃ , (19)
𝑢 𝑢 𝑢
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with

L𝑢 =
{

𝐿𝑢 ∈ R𝑁×𝑁𝜈̃ |

|

|

|

𝑢vec
(

𝐿𝑢

)

≤ 𝑢

}

,

𝑢 = 𝛥,

𝑢 = 𝑈max12𝑁𝑁𝑐
,

=
[

𝛬𝖳 −𝛬𝖳
]𝖳 ,

=
[

𝑍(𝑡1) … 𝑍(𝑡𝑁𝑐
)
]𝖳

,

(20)

o that (18) can be solved using efficient QP numerical solvers (see
.g. Boyd & Vandenberghe, 2004), and hence the optimal reference
ariables in (17) can be computed in polynomial time (Vavasis, 2001).

emark 6 (Strict). concavity of Problem (̃P𝐾 ) and, hence, the unique-
ess of solutions for the NP in (18), can be linked to the nature of the
atrix 𝛹̃ in Eq. (16). In particular, (18) has a unique (well-defined)

olution if and only if H (𝛹̃ ) is positive-definite, which is always
uaranteed if the WEC array system (6) is passive (Faedo et al., 2021a).
ote that this is effectively the case within this study, due to the
pplication of the passivation procedure described within Section 3.2,
nd hence Problem (̃P𝐾 ) is consistently well-defined.

While the 𝑇h-periodicity assumption for 𝑓𝜃 , arising from the implicit
orm representation in (13), has been shown to be valid for sufficiently
arge 𝑇h in numerous studies (see e.g. Mérigaud & Ringwood, 2017),
ithin the receding-horizon OCP formulation presented in (11) the

ength of the time-window is commonly chosen following a rather con-
ervative approach, to keep the computational requirements associated
ith solving (18) within real-time limits. This, in turn, naturally creates
n issue when attempting to represent 𝑓𝜃 in implicit form (13). We
ddress this issue in the following paragraphs, based on the framework
roposed in Faedo, Peña-Sanchez et al. (2020).

Let the current time window 𝛯𝐾 (as per (11)), be defined in terms
f the following relation

𝐾 =
[

𝐾𝛥h, 𝑡
m
𝐾
]

∪
(

𝑡m𝐾 , 𝐾𝛥h + 𝑇h
]

, (21)

here 𝑡m𝐾 denotes the current time instant, located, without any loss of
enerality, at the centre point of 𝛯𝐾 . Within this set, we defined the
o-called apodised (i.e. windowed) wave excitation force 𝑓𝜗

𝜃 as

𝜗
𝜃 = 𝑓𝜃 ⊙

(

1𝑁 ⊗ 𝜗
)

, ∀𝑡 ∈ 𝛯𝐾 , (22)

here the map 𝜗 ∶ 𝛯𝐾 → [0, 1] is used to smoothly drive 𝑓𝜃 to zero
t the edges of the set 𝛯𝐾 , so that the derivative of its corresponding
h-periodic extension is sufficiently smooth (Prabhu, 2013). Fig. 10
llustrates the process defined via (22), i.e. the map 𝑓𝜃 ↦ 𝑓𝜗

𝜃 , where
he function 𝜗 is chosen in terms of the Planck-Taper function (McK-
chan, Robinson, & Sathyaprakash, 2010), which optimally preserves
he power spectrum of 𝑓𝜃 within 𝛯𝐾 .

Finally, following Faedo, Peña-Sanchez et al. (2020), 𝑓𝜗
𝜃 can be (ap-

roximately) brought to the implicit form (13) by orthogonal projection
n the set spanned by {𝑍𝑖}𝑖∈N𝜈̃

, i.e.

𝜃̃ ≃

[

⟨𝑓𝜗
𝜃 , 𝑍1⟩𝛯𝐾

⟨𝑍1⟩
2
𝛯𝐾

…
⟨𝑓𝜗

𝜃 , 𝑍𝜈̃⟩𝛯𝐾

⟨𝑍𝜈̃⟩
2
𝛯𝐾

]

, (23)

o subsequently solve (̃P𝐾 ) in terms of (18) accordingly.

.2. Tracking control via sliding modes

To guarantee operation within the conditions computed via the op-
imal moment-based algorithm posed in Section 4.1, within the overall
M2C strategy, the optimal trajectories 𝑢opt

𝜃 , 𝑧opt
𝜃 , and 𝑣opt

𝜃 are fed to an
nner tracking controller, in charge of driving the system towards the
esigned conditions even in the presence of uncertainty, i.e. robustly.
11

o achieve this, we consider a proportional–integral–derivative-like
Fig. 10. Graphical appraisal of the windowing 𝑓𝜃 ↦ 𝑓 𝜗
𝜃 .

continuous sliding mode controller (PID-SMC), as developed and pro-
posed in Pérez-Ventura et al. (2021). In particular, we consider that
the final control torque applied to the system can be decomposed as

𝑢 = 𝑢opt
𝜃 + 𝑢SMC

𝜃 , (24)

where 𝑢opt
𝜃 is computed in terms of the solution of (18), and 𝑢SMC

𝜃 (𝑡) ∈
R𝑁 denotes the contribution of the PID-like sliding mode controller.

Remark 7. The value associated with the moment-based solution, 𝑢opt
𝜃 ,

is effectively used in (24) to ‘inform’ the sliding mode controller on
the optimal (ideal - i.e. without the presence of uncertainty) control
trajectory, so as to effectively reduce the effort required by the PID-
SMC to achieve the corresponding motion tracking. Note that this
is analogous to the concept of the so-called ‘equivalent control’ in
standard sliding mode theory (Utkin, 2013).

In particular, the PID-SMC is defined in terms of the two following
key variables:

𝜎𝑗 = 𝑧𝑗 − 𝑧opt
𝜃𝑗

,

̇ 𝑗 = 𝑣𝑗 − 𝑣opt
𝜃𝑗

,
(25)

which effectively describes the error between desired and actual op-
eration regime (i.e. optimal position and velocity) for the 𝑗-device
composing the WEC array under analysis, with 𝑗 ∈ N𝑁 . Furthermore,
let us define the following dynamical system 𝑒𝜎𝑗 in terms of (25):

𝑒𝜎𝑗 ∶

{

𝑚̇𝑗1 = 𝑚𝑗2,

𝑚̇𝑗2 = 𝑓𝑗 + 𝑢opt
𝜃𝑗

+ 𝑢SMC
𝜃𝑗

,
(26)

with 𝑚1𝑗 = 𝜎𝑗 and 𝑚2𝑗 = 𝜎̇𝑗 the corresponding state variables. In (26),
𝑓𝑗 = 𝑓𝑗nom + 𝛥𝑓𝑗 , where 𝑓𝑗nom is the ideal dynamic compensated by
𝑢opt
𝜃𝑗

, and 𝛥𝑓𝑗 is the ‘disturbance’ term, which is assumed to be Lipschitz

continuous, i.e. | ̇𝛥𝑓 𝑗 | < 𝑂𝑗 ∈ R, for all (𝑡, 𝑗) ∈ R+ × N𝑁 . Following
Pérez-Ventura et al. (2021), each corresponding 𝑢SMC

𝜃𝑗
is defined as

𝑢SMC
𝜃𝑗

= −𝑘1𝑗⌈𝜎𝑗⌋1∕3 − 𝑘2𝑗⌈𝜎̇𝑗⌋
1∕2 + 𝜑𝑗

𝜑̇𝑗 = −𝑘3𝑗⌈𝜎𝑗⌋0,
(27)

with K SMC
𝑗 = {𝑘1𝑗 , 𝑘2𝑗 , 𝑘3𝑗} ⊂ R the set of PID SMC gains associated

with the 𝑗-device. Then, for an appropriate design of K SMC
𝑗 , the control

law (27) stabilises the origin of the ideal model associated with (26) in
finite-time (Pérez-Ventura et al., 2021), for every WEC device 𝑗 ∈ N𝑁
involved in the layout under analysis. The specific design procedure
followed for experimental determination of the sets K SMC

𝑗 is detailed
in Section 5.
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5. Experimental results

Within this section, we provide a detailed analysis of the design,
experimental implementation, and performance appraisal of the pro-
posed SM2C structure, for the totality of WEC array layouts described
in Section 2.3, and the operating (sea state) conditions listed in Sec-
tion 2.4. In particular, Section 5.1 illustrates the moment-based optimal
reference generation procedure, providing detail on the different pa-
rameters established within problem (̃P𝐾 ) in (17)–(18) for the real-time
implementation of the technique. Section 5.2 provides a performance
analysis of the inner tracking loop, based on the PID-SMC algorithm
described in Section 4.2, including corresponding tuning of the set of
gains K SMC

𝑗 . Finally, Section 5.3 discusses the performance obtained
with the overall SM2C algorithm, for all tested layouts and sea state
conditions generated within the basin, including a comparison with
benchmark control strategy.

5.1. Moment-based reference generation

We begin by illustrating moment-based optimal reference genera-
tion, providing detail on the different parameters established within
Problem (̃P𝐾 ). Two different key quantities can change the performance
and computational properties associated with the NP in (17)–(18), i.e.
the fundamental frequency 𝜔0, which is inherently linked to the time-
window 𝑇h, and the number of harmonics describing the extended
implicit form in (13). Tuning of these parameters is addressed in the
following paragraphs, analogously to the procedure considered for a
single device in Faedo et al. (2023).

Recall that the length of the time window 𝑇h = 2𝜋∕𝜔0 essentially
defines the fundamental frequency in 𝜆(𝑆) in (13). In other words, a
larger 𝑇h automatically implies a smaller 𝜔0, which in turn describes
a more refined ‘frequency-step’ in the computation of both 𝐿𝜃 and
𝐿𝑢

opt
, as per Eqs. (23) and (18), respectively. Nonetheless, note that the

selection of 𝑇h is also strongly linked to the final number of harmonics
𝜈̃∕2 in (13), which effectively defines the corresponding approximation
space for the optimal state and input variables (see Remark 4). This
inherent trade-off between 𝑇h and 𝜈̃∕2 can be resolved, in practice,
in terms of a single parameter, i.e. the so-called cut-off frequency
𝜔c = (𝜈̃∕2)𝜔0, which defines the largest multiple of 𝜔0 used to describe
the implicit form generator in (13). Following Faedo et al. (2023),
the value of 𝜔c can be determined (and fixed) a-priori, in terms of
the largest frequency in which the stochastic description associated
with the set of experimental sea states {ISS1, ISS2, ISS3} effectively
present significant energy density. Having fixed the value of 𝜔c, and
letting 𝜈̃∕2 = ceil(𝑇h𝜔c∕2𝜋), the tuning procedure is approached in
simulation by varying 𝑇h accordingly, while monitoring both the value
associated with the optimal objective value in (̃P𝐾 ), and corresponding
computational burden. Within this experimental campaign, the cut-off
frequency is set to 𝜔c = 15 [rad/s], effectively covering (in frequency)
the significant spectral density associated with all three tested sea states
(see Fig. 4). The time horizon 𝑇h is set to 10 [s], i.e. a fundamental
frequency 𝜔0 ≈ 0.63 [rad/s], while the resulting final value for 𝜈̃∕2 is
15, meaning that the QP in Eq. (18) is carried over R𝑁×30𝑁 .

The moment-based generation sampling rate is set to 25 [Hz], i.e.
a sampling time 𝛥h = 0.04 [s], consistent with the experimental study
in Faedo et al. (2023) and Ringwood et al. (2019). Note that, while
real-time computation is effectively achieved for all the tested layouts
within this experimental campaign, a centralised approach for the
computation of the optimal reference profiles can become potentially
unfeasible if a larger number of devices is effectively included within
the control procedure. To circumvent this issue, a decentralised ap-
proach can be pursued, in the spirit of e.g. Li and Belmont (2014) and
Ringwood et al. (2023), where local models are effectively used, which
incorporate the most significant interactions between devices in the
control computation procedure within a limited ‘neighbourhood’ of a
12

given WEC. s
The constraint set C in (10) is such that 𝑈max = 12.5 [N m], as
per the specifications for this particular prototype adopted in Ringwood
et al. (2019). Finally, the constraint map in (19)–(20) is performed with
the collocation set  ⊂ 𝛯𝐾 defined with a (uniform) step of twice
𝛥h, resulting in an associated cardinality of 𝑁𝑐 = 𝑇h∕(2𝛥h) = 125.
Finally, note that, due to the definition of each time-window 𝛯𝐾 as
in (21), reference generation (and, hence, the overall SM2C loop) is
effectively started at 𝑡𝑚 = 𝑇ℎ∕2 = 5 [s], i.e. when 𝑇ℎ∕2 [s] of available
𝑓𝜃 information becomes available.

Two different reference generation cases are considered within this
experimental evaluation, namely decentralised and centralised (see the
discussion provide in Section 1). Decentralised reference generation is
performed by consistently using the optimal moment-based trajectories
{𝑢opt

𝜃 , 𝑧opt
𝜃 , 𝑣opt

𝜃 } computed for L0 only, i.e. the single (standalone) de-
ice case, and propagated accordingly to each device composing the
rray under analysis, for each sea state tested within the basin. This
ecentralised case, clearly, uses the I/O model identified for L0, and
ence ignores any interaction between adjacent devices, computing the
ptimal regime for the full array only based on the information of the
ynamics associated with each standalone WEC system. In contrast,
ithin the centralised case, each identified array model (as per Eq.

6)) is considered for the reference generation procedure, incorporating
he interaction between adjacent systems, for each layout and sea
tate tested. Though the difference in performance (in terms of energy
bsorption) is explicitly addressed for decentralised and centralised
ases within Section 5.3, we provide, in the following, a brief numer-
cal appraisal on the results arising from the moment-based reference
eneration procedure for each of these scenarios.

In particular, Fig. 11 compares optimal reference generation (dis-
lacement), for the decentralised and centralised cases, when the L3
ayout is used, for ISS3. Recall that the decentralised control is com-
uted based on the dynamical model associated with L0, and prop-
gated accordingly to all the devices composing the layout (D1, D2
nd D3, for the L3 case). As can be appreciated within Fig. 11, while
he computed optimal profiles for D1 and D3 (which are the two
evices at the ‘boundaries’ of L3) can be considered to be relatively
imilar, the reference generation for D2 (i.e. the device in between
1 and D3) is significantly different for decentralised and centralised
pproaches. The centralised controller effectively considers the inter-
ction between devices, which is particularly significant for the case
f D2, given its (mid) position in the layout (see also the Bode plot in
ig. 5). As demonstrated experimentally, in Section 5.3, this difference
n trajectory generation leads to suboptimal power absorption for the
ecentralised case, particularly close to the resonance frequency of the
standalone) device, where interactions between WEC systems in the
ayout can be potentially significant.

To complete the partial results presented in Fig. 11, Fig. 12 presents
ormalised mean average percentage accuracy (NMAPA) corresponding
ith each centralised reference generation (for L1, L2 and L3), defined

n terms of (8) simply as NMAPA(𝑓, 𝑓ref) = 100 − NMAPE(𝑓, 𝑓ref),
gainst the decentralised case (L0), considering each individual device
omposing the layouts (D1, D2 and D3), and sea states tested within
he basin (ISS1, ISS2 and ISS3). As can be appreciated in Fig. 11, the
omputed moment-based optimal profiles can be significantly different
epending on both the sea state, and the layout considered, with L3
eing the most affected in terms of NMAPA (particularly for D2 — see
he discussion provided in the paragraph immediately above). Note that
2, on average, presents more similar centralised optimal trajectories
o those computed for L0 (i.e. in the decentralised case), since the
evices in the two layouts are effectively more distant, creating smaller
nteraction between WECs, and hence presenting a higher degree of

imilarity with respect to the standalone counterpart.
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Fig. 11. Optimal reference generation (displacement), for the decentralised and
entralised case, when L3 is considered within the basin (D1 to D3), for ISS3.

Fig. 12. NMAPA corresponding with each centralised generation (for L1, L2 and L3)
against the decentralised case (L0), considering each individual device composing the
layouts (D1, D2 and D3) and sea state tested within the basin (ISS1, ISS2 and ISS3).

5.2. PID-SMC controller

The PID-SMC control contribution, as defined in (27), has been
tuned following the procedure described in Pérez-Ventura et al. (2021),
using L0 as the benchmark case, i.e. the tracking control parameters in
(27) are adjusted experimentally on a single prototype and propagated
correspondingly to each device composing the array, that is 𝑘𝑖𝑗 ≡ 𝑘𝑖
or every 𝑗 ∈ N𝑁 , with 𝑖 ∈ N3. In this way, all the interaction between
evices is handled at the optimal reference determination stage, using
he centralised controller. In particular, 𝑘3 is initially fixed to 𝑘3 =
1.1, while {𝑘1, 𝑘2} are chosen analogously to a classic (standard) PID
controller, e.g. to increase the rise time, reduce overshoot, and improve
settling time. The final values for these two parameters are set to 𝑘1 =
𝑘2 = 5. To illustrate the performance of the corresponding SMC-based
13

tracking loop, and corresponding convergence properties, Fig. 13 shows
Fig. 13. Behaviour of the controlled system for the first five seconds (recall that the
SM2C is activated at 𝑡 = 5 [s]).

the behaviour of the controlled system for the first five seconds (recall
that the controller is activated at 𝑡 = 5 [s] - see Section 5.1), for the
case of L0, with sea state ISS2, in terms of reference and actual angular
displacement, i.e. 𝑧opt

𝜃 and 𝑧𝜃 , respectively. As can be appreciated in
terms of device displacement, right after the controller is activated,
the PID-SMC loop is capable of tracking the optimal reference 𝑧opt

𝜃
accordingly (left side of Fig. 13), the actual displacement being almost
indistinguishable from the target motion after convergence. In fact,
this can be further appreciated in the phase-plane 𝜎-𝜎̇ (right side of
Fig. 13), where, following activation of the overall controller at 𝑡 = 5
[s], convergence towards 𝜎 = 𝜎̇ = 0 is rapidly achieved.

Following the results presented within Fig. 13, Fig. 14 offers a
(longer) time snippet of the tracking performance for the case of L0, un-
der ISS2, in terms of reference and actual angular displacement. As can
be appreciated from the top figure, both target and WEC displacement
are virtually indistinguishable from each other in a qualitative sense,
while the bottom of Fig. 14 effectively illustrates normalised approxi-
mation error (in absolute value), having a corresponding mean value
over the full sea state realisation of approximately 1%. To further com-
plete the performance results for the tracking loop, and demonstrate the
capabilities of the PID-SMC controller presented in Section 4.2, Fig. 15
illustrates tracking behaviour for the case of L3 (D1 to D3), when
ISS1 is generated within the basin. Once again, reference and actual
displacement are virtually identical, for all three devices involved in
the WEC array configuration, further demonstrating the capabilities of
the algorithm for the array layouts and sea states considered.

5.3. SM2C performance assessment

Considering both the moment-based generation and PID-SMC track-
ing procedures, with the parameters and preliminary performances
described within Sections 5.1 and 5.2, respectively, this section pro-
vides a detailed experimental performance assessment in terms of
energy absorption for the overall control framework, i.e. SM2C. This
includes assessment for all the tested array layouts, in all the sea
state conditions tested within the basin, for both decentralised and
centralised optimal reference generation cases.

Before presenting the main results of this section, we note that a
popular energy-maximising controller has been included as a bench-
mark case within this study, i.e. the so-called passive (proportional)
WEC controller:

𝑢P
𝑗 = −𝑃 P

𝑗 𝑣𝜃𝑗 , (28)

with 𝑢P(𝑡) ∈ R𝑁 , and where the set PP = {𝑃 P
𝑗 }𝑗∈N𝑁

⊂ R+. In particular,
s it is standard within the literature, the gains associated with the
roportional controller in (28) are computed based on the dynamics
f an isolated device, i.e. L0, and propagated accordingly to the 𝑁
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Fig. 14. Time snippet of the tracking performance for the case of L0, under ISS2, in terms of reference and actual angular displacement, i.e. 𝑧opt
𝜃 and 𝑧𝜃 (top), corresponding

normalised error (centre), and associated control input (bottom).
Fig. 15. Time snippet of the tracking performance for the case of L3 (D1 to D3), under ISS1, in terms of reference and actual angular displacement, i.e. 𝑧opt
𝜃 and 𝑧𝜃 (top), and

orresponding normalised error.
evices composing the layout under analysis, that is 𝑃 P
𝑗 = 𝑃 P

𝑖 ≡ 𝑃 P

or all (𝑖, 𝑗) ∈ N𝑁 × N𝑁 . Furthermore, and aiming to provide the best-
ase scenario for the benchmark controller, the set PP is changed (i.e.
uned) according to the sea state tested within the basin, according to
he so-called impedance-matching principle: Leveraging the frequency
esponse of the dynamical system (6) associated with L0, the value of
P can be computed (Faedo, Carapellese et al., 2022) as
P = |𝐺−1

ID−𝜃(𝚥𝜔𝑝)|, (29)

here 𝜔𝑝 is the frequency corresponding to the associated peak period
or each tested sea state, i.e. 𝜔𝑝 = 2𝜋∕𝑇𝑝. A full appraisal of the specific
alues for 𝑃 P is presented within Table 4.

Following introduction of the benchmark controller (28), Fig. 16
resents an overview of the experimental performance results obtained
14
Table 4
Specific values for the passive (proportional) benchmark controller, according to each
tested sea state.

ISS1 ISS2 ISS3

𝑃 P [N m s/rad] 9.57 16.74 2.81

within this study, for all the tested layouts and sea states considered, in
the case of decentralised and centralised SM2C. In particular, two main
performance metrics are presented within Fig. 16. Firstly, and directly
following the control objective in (9), the mean absorbed energy for
each full test is considered, i.e.

J = − 1 𝑣𝖳 𝑢d𝑡 [W], (30)

𝑇test ∫𝛯 𝜃



Control Engineering Practice 144 (2024) 105818N. Faedo et al.
Fig. 16. Energy absorbed by each controller, for every layout and sea state tested (top). Improvement ratio obtained by considering the centralised SM2C solution, with respect
to the benchmark (passive) controller and decentralised SM2C (bottom).
where 𝛯 = [0, 𝑇test], with 𝑇test = 300 [s] (as indicated in Table 2).
This is presented explicitly in Fig. 16 (top), for each layout (L1, L2 and
L3), sea state, and control scenario considered. Clearly, the centralised
SM2C achieves the maximum energy absorption for all three layouts,
in all tested sea states, demonstrating the importance of considering
the interaction between devices in a given layout in order to effectively
maximise energy capture from the resource. To further evaluate perfor-
mance, we define the ratio between power absorption for passive and
decentralised SM2C controllers, and that provided by the centralised
SM2C solution. This is presented within Fig. 16 (bottom), for every
single sea state and layout tested. Note that ratios of up to ≈ 2.8 times
in energy absorption can be obtained with respect to the benchmark
(passive) controller by exploiting the centralised SM2 solution, while up
to ≈ 1.5 more power can be absorbed when considering the interactions
(using the centralised controller) within the design of the SM2C, as
opposed to the decentralised case. This is particularly marked for L3
and SS3 where, as discussed previously within Section 5.1, device D2
experiences significant interaction due to the motion of D1 and D2,
particularly in the neighbourhood of the resonance frequency of the
(standalone) system, which is precisely where SS3 has significant wave
components (see Table 2).

Finally, and aiming to briefly illustrate motion under controlled con-
ditions, Fig. 17 shows angular position, control torque, instantaneous
power, angular velocity, and measured wave excitation force (as in
Section 3.3). In particular, passive and centralised SM2C are considered,
when ISS1 is generated within the basin, for L1 (D1 and D2). It can
be almost immediately appreciated that the SM2C strategy, via optimal
moment-based reference generation and subsequent robust PID-SMC
tracking, exploits the operational space of the array considerably more
efficiently than the benchmark (passive) counterpart, effectively pre-
senting larger displacement and velocity trajectories, with an increase
15
in power absorption. The control force applied by the SM2C effec-
tively presents typical sliding behaviour, though the chattering effect
is ameliorated with respect to a standard sliding mode control, via the
applied continuous sliding control torque (see Eq. (27)). Furthermore,
the reactive nature of the centralised SM2C can be appreciated imme-
diately from Fig. 17, presenting negative instantaneous power values
for specific time instants, required to ‘enforce’ resonance conditions
with the incoming wave field. The benchmark controller, instead, is
effectively passive, i.e. only positive instantaneous power values are
attained. Note that the power flow is much larger for the optimal
SM2C, consistent with the improvement in overall energy absorption
presented in Fig. 16. Finally, we note that the centralised SM2C, in
contrast to the benchmark passive controller case, is able to synchronise
the instantaneous phase of angular velocity and wave excitation torque,
as expected per standard optimal energy maximising conditions for
WECs (see e.g. Faedo, Carapellese et al., 2022). This can be appreciated
at the bottom of Fig. 17.

6. Conclusions

Motivated by the lack of a comprehensive experimental implemen-
tation and assessment of the potential benefit that can be achieved
with energy-maximising optimal control solutions for WEC arrays,
we present, within this paper, the development, design, experimental
implementation, and performance appraisal, of optimal moment-based
control for arrays of WEC systems, in both a centralised and decen-
tralised fashion. Four different WEC array layout configurations are
considered, with up to three 1:20 scale prototypes of the Wavestar WEC
system operating simultaneously within the basin, subject to a variety
of sea state conditions. In particular, the proposed SM2C composite con-
trol structure, composed of a receding-horizon moment-based reference
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Fig. 17. Angular position, control torque, instantaneous power, angular velocity, and measured wave excitation force for passive and centralised SM2C when ISS1 is generated
within the basin, for L1 (D1 and D2).
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generation procedure, and an associated PID-SMC tracking controller,
is implemented and assessed experimentally, providing a detailed anal-
ysis of key performance metrics. We show that the proposed SM2C
trategy is able to maximise energy absorption for all the considered
EC array layouts, with up to 2.8 times energy improvement when

ompared to the benchmark controller case, while also consistently
andling constraints within the definition of the associated OCP, for
ll the generated sea state conditions within the basin. The findings
f this experimental study show tangible proof of the performance
nhancement that can be achieved in arrays of WEC systems with
he use of appropriate control technology, demonstrating not only the
easibility of the proposed SM2C strategy in itself, but the key role
hat control systems have to play in the pathway towards effective
xploitation of the yet largely untapped wave energy resource.
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