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The linguistic-simulation approach to cognition predicts that language can enable more 
efficient conceptual processing than purely sensorimotor-affective simulations of 
concepts. We tested the implications of this approach in memory for sequences of 
real-world objects, where use of linguistic labels (i.e., words and phrases) could enable 
more efficient representation of object concepts than representation via full 
sensorimotor simulation; a proposal called linguistic bootstrapping. In three 
pre-registered experiments using a nonverbal paradigm, we asked participants to 
remember sequences of contextually-situated, real-world objects (e.g., the ingredients for 
a recipe), and later asked them to select the correct objects from arrays of distractors. 
Critically, we used articulatory suppression to selectively suppress implicit activation of 
linguistic labels, which we predicted would impair performance by reducing the number 
of objects that could be held in mind simultaneously. We found that suppressing access 
to language when learning the sequences impaired accuracy of object recognition, though 
not latency, and that this impairment was not simply dual-task load. Results show that a 
sequence of up to 10 contextually-situated object concepts can be held in mind when 
language is inhibited, but this increases to 12 objects when language is available. The 
findings support the linguistic bootstrapping hypothesis that representing familiar object 
concepts normally relies on language, and that implicitly-retrieved object labels, used as 
linguistic placeholders, can increase the number of objects that can be simultaneously 
represented beyond what sensorimotor information alone can accomplish. 

1. Introduction   

There is a broad consensus in the cognitive sciences that 
the conceptual system consists of simulation- and linguis
tic-based components (Barsalou et al., 2008; Connell & Ly
nott, 2014; Louwerse & Jeuniaux, 2008; Vigliocco et al., 
2009). Simulated representations engage the neural subsys
tems involved in sensorimotor, affective, introspective, and 
other situated experience of a concept (e.g., Barsalou, 1999; 
Martin, 2007). For example, the experience of a dog may in
clude its visual shape and colour, the action and feel of pat
ting its fur, the sound of its bark, the broader situation of 
walking it on a leash, and the love and positive feelings to
wards a pet. The neural activation patterns involved in pro
cessing these experiences can be partially re-activated (i.e., 
simulated) at a later time when representing a concept. 
Linguistic representations of concepts, on the other hand, 
comprise word (and phrase) labels associated with these 
sensorimotor-affective simulations; for instance, seeing a 

terrier or hearing a bark will activate the label “dog”, as 
well as other associated words that represent experiences in 
related contexts, such as “tail”, “walkies”, or “leash” (e.g., 
Louwerse, 2011; Wingfield & Connell, 2022). These simu
lated and linguistic components are interrelated and mu
tually supportive, and recent theories argue that both are 
intrinsic to conceptual representation (e.g., Connell & Ly
nott, 2014; Louwerse, 2011). That is, linguistic labels are 
part of concepts, and conceptual processing utilises simula
tion and linguistic information to varying extents depend
ing on task demands, available resources, and other factors 
(Connell, 2018; Connell & Lynott, 2014). 

The role of both simulation and linguistic components in 
conceptual processing is supported by a range of empirical 
evidence. Support for sensorimotor simulation comes from 
neuroimaging of sensory and motor cortices during word 
processing (e.g., Goldberg et al., 2006; Hauk et al., 2004), 
neuropsychology of motor impairment (e.g., Boulenger et 
al., 2008; Fernandino et al., 2013), and a variety of behav
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ioural paradigms involving perceptual or action manipu
lations (e.g., Bidet-Ildei et al., 2017; Connell et al., 2012; 
Davis et al., 2020). Support for the linguistic component 
comes from computational modelling of conceptual infor
mation captured in language (e.g., Banks et al., 2021; Ri
ordan & Jones, 2011; Wingfield & Connell, 2022) and from 
behavioural paradigms showing that information from lan
guage alone can inform responses in diverse conceptual 
tasks (e.g., Connell & Lynott, 2013; Goodhew et al., 2014; 
Louwerse & Jeuniaux, 2010; see Connell, 2018, for review). 
For example, because the linguistic component has a rel
ative speed advantage over the simulation component 
(Barsalou et al., 2008; Connell, 2018; Louwerse, 2011), re
sponses that rely on language tend to be faster and less 
effortful than those that rely on sensorimotor simulation 
(e.g., Louwerse & Connell, 2011; Santos et al., 2011). How
ever, much evidence for the linguistic component centres 
on the usefulness of linguistic distributional knowledge 
(i.e., the statistical patterns of how words/phrases co-occur 
across language: see Wingfield & Connell, 2022, for re
view), which does not encompass the full role of language 
in conceptual processing. The very existence of linguistic 
labels – that is, being able to concisely name a complex 
multimodal experience with a word or phrase, and use this 
label to activate the complex experience at a later time – 
provides another means for the linguistic component to en
hance the efficiency of conceptual processing. 

The idea that language is beneficial for our cognitive 
processing has existed for some time (e.g., Paivio, 1971; Vy
gotsky, 1934/1986). Recent theories have, however, devel
oped the role of linguistic labels in a number of new di
rections (e.g., Borghi et al., 2018; Connell, 2018; Lupyan, 
2012). Most relevant to the present article, Connell and Ly
nott (2014, p. 7) propose that having labels for concepts en
ables a process of linguistic bootstrapping, whereby words 
and phrases act as linguistic placeholders in an ongoing 
representation when there are insufficient resources to 
maintain a sensorimotor simulation in full, thus enhancing 
the achievable size and complexity of what can be held in 
mind. That is, when the sheer scale or complexity of what 
one is trying to simulate at a given moment outstrips the 
limited resources of the human cognitive system, replacing 
a portion of the simulation with a linguistic placeholder can 
preserve structure in the representation while freeing up 
resources to maintain or extend the simulation as needed. 
These linguistic placeholders can later be fleshed out into 
a simulation again at any time if resources become avail
able or the task requires it, which has implications for our 
ability to remember and manipulate multiple concepts in 
everyday life. For example, when following a recipe to make 
a cake, knowing the next steps and what comes after the 
current ingredient is beneficial for performing the task ef
ficiently, and using labels potentially increases the num
ber of steps which can be planned ahead. When keeping in 
mind labels of the ingredients (e.g., flour), rather than their 
complex, situated sensorimotor representations (e.g., a fine 
white powder in a red-and-white paper bag), a person can 
maintain an economical representation of the object con
cept. When it is time to find flour on the shelf, they can 

keep the label in mind to compare with the implicitly-ac
tivated labels of objects in front of them, or they can flesh 
out the sensorimotor simulation of flour and compare with 
the actual objects in front of them, until flour is located and 
the task can be completed successfully. Either way, because 
a label occupies less representational “space” than a senso
rimotor simulation, having language available to label con
cepts could increase the number of items that can be repre
sented during the task at a given time. 

To date, the linguistic bootstrapping hypothesis has re
mained theoretical and has not been tested directly. 
Nonetheless, there is indirect support for the idea in the 
wider literature, particularly in working memory research. 
According to the most recent versions of the multi-com
ponent working memory model (Baddeley, 2012; Baddeley 
et al., 1984), when processing complex stimuli, information 
from multiple modalities is integrated with conceptual rep
resentations from long-term memory and stored in the 
episodic buffer. This episodic buffer storage is necessarily 
limited in capacity: that is, there are only so many concepts 
that can be maintained and manipulated at once. Empirical 
studies estimate the capacity of the episodic buffer (for 
combination of letters/digits and their spatial location) to 
be from 3 items (Langerock et al., 2014) to 5 or 6 items 
(Allen et al., 2015). Critically, other studies suggest that lin
guistic information is more economical in representation 
(i.e., may occupy less “space” in working memory) than 
sensory information, and may thus allow this capacity to 
be increased. For example, explicitly labelling simple visual 
stimuli (e.g., dots of different colours) increases memory 
capacity compared to unlabelled stimuli (Forsberg et al., 
2020; Souza et al., 2021; Souza & Skóra, 2017; Zormpa et 
al., 2019). Additionally, language appears to be the form 
of object representation that people rely on by default, at 
least some of the time. That is, participants tend to remem
ber category labels rather than specific item characteristics 
(Brandimonte et al., 1992), are faster to respond to objects 
when hearing a label instead of a nonverbal cue (e.g., “cat” 
vs the sound of a meow; Lupyan & Thompson-Schill, 2012), 
and can detect an object faster and more accurately when 
they are given its label (Lupyan & Ward, 2013; Ostarek 
& Huettig, 2017). Linguistic bootstrapping theory suggests 
that when working memory capacity is strained to its limit, 
such as when trying to maintain a representation of numer
ous concepts, a linguistic label could deputise for its refer
ent sensorimotor information (e.g., the word “dog” could 
replace the simulation of a dog) in order to free up space 
and thereby increase the number of objects that can be 
represented simultaneously. Examining memory capacity 
for concepts may thus provide a means for directly testing 
the linguistic bootstrapping hypothesis, as well as for es
timating the potential benefit to working memory capac
ity afforded by linguistic labels. To return to our earlier 
example, how efficient could it be to select the correct in
gredients for a recipe when labels are not available, and one 
has to hold in mind complex sensorimotor representations 
of flour, eggs, milk, etc.? In an experimental setting, this 
question can be tested by asking participants to perform a 
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secondary verbal task, which will prevent them from being 
able to rely on linguistic labels. 

Repeating a syllable or word (such as “la” or “the”) while 
performing a concurrent task makes it harder to access lin
guistic representations, since the language processing sys
tem is occupied (Baddeley et al., 1984; Richardson & Bad
deley, 1975), but it does not affect processing of non-verbal 
information (e.g., Jaroslawska et al., 2018; Wood et al., 
2020). Articulatory suppression is commonly used in work
ing memory research (see Baddeley, 2012) when investigat
ing the role of language in, for example, remembering a 
list of random words or letters (Baddeley et al., 1984), a 
set of geometrical shapes or colours (Souza & Skóra, 2017), 
or in mentally manipulating a visual image (Brandimonte 
et al., 1992). Nevertheless, studies from the memory liter
ature that have examined the role of language have pre
dominantly focused on explicit verbal stimuli or subsidiary 
visual features (i.e., unimodal surface characteristics such 
as colour or shape), and – to the best of our knowledge – 
have not examined the benefits of labels in remembering 
multimodal, real-world object concepts. Studies from the 
linguistic-simulation perspective have examined memory 
for real-world objects, finding that performing a secondary 
task in a particular sensory modality or with a particu
lar motor effector impairs memory for concepts associated 
with that perceptual or motor dimension (e.g., Dutriaux et 
al., 2018; Vermeulen et al., 2013; see also Shebani & Pul
vermüller, 2013). However, these studies focused on sen
sorimotor representations of objects – that is, the ability 
to simulate their perceptual characteristics or motor affor
dances, such as visual and auditory information or hand 
and feet movements – rather than the linguistic represen
tation of objects via their labels. These findings therefore 
show that sensorimotor information is important to how 
object concepts are represented in memory during concep
tual processing, but they do not address the role of linguis
tic labels in these representations. 

Moreover, all the above studies use the typical laboratory 
paradigm of (pseudo-)random sets of unrelated stimuli, 
which do not easily generalise to the real-world circum
stances that would require people to represent multiple 
concepts simultaneously in working memory. A more nat
uralistic situation of holding multiple representations in 
mind would involve concepts that comprise rich sensori
motor and linguistic information from long-term memory, 
that are typically embedded in broader situated simulations 
that allow concepts to reinforce and cue one another (e.g., a 
dog that is running with a ball; a cookie which is served with 
a jug of milk, etc.). As outlined earlier, during a task such 
as following a recipe, the order of a sequence and the rela
tionship between the ingredients matters as much as sim
ply being able to list them. Critically, it has not yet been 
investigated whether the use of labels to represent these 
concepts can increase the number of objects which can be 
successfully held in mind, by reducing the size and com
plexity of each representation (i.e., via linguistic bootstrap
ping). The maximum sequence length of contextually-re
lated, real-world object concepts that people can hold in 
mind therefore remains unknown. 

1.1. The Current Study     

The present study had two main aims: to test the lin
guistic bootstrapping hypothesis in the context of real-
world object concepts, and to establish the number of ob
jects, presented in a contextually-situated sequence, that 
can be held in mind both when access to linguistic labels 
is available and when it is not. In three pre-registered ex
periments using a nonverbal paradigm, we presented eco
logically valid sequences of object pictures from naturalis
tic situations (e.g., ingredients for a novel recipe) and then 
asked participants to select the previously-presented ob
jects from arrays of distractors. Critically, in Experiment 
1, participants performed articulatory suppression (i.e., re
peated aloud “the”) while learning the sequences of objects 
and/or while being tested on the objects, in order to inhibit 
access to linguistic information (i.e., object labels; Baddeley 
et al., 1984; Richardson & Baddeley, 1975) while leaving ac
cess to sensorimotor simulation unaffected. We hypothe
sised that, even in ostensibly nonverbal paradigms, object 
concepts would normally be held in mind using language 
(i.e., as implicitly-retrieved object labels, used as linguistic 
placeholders), and that suppressing access to language 
would impair speed and accuracy, and reduce the number 
of objects which can be simultaneously represented. In Ex
periment 2, we included an additional control condition of 
foot tapping in order to compare performance in the artic
ulatory suppression condition with a secondary task that 
had similar attentional demands but would not affect ac
cess to linguistic labels. Finally, in Experiment 3, we ad
dressed the possibility of ceiling effects in earlier studies 
by using sequences of increasing length to determine the 
maximum number of contextually-situated, real-world ob
ject concepts that participants could hold in mind when lin
guistic labels were fully available (i.e., without articulatory 
suppression). 

2. Experiment 1: Object Memory with       
Articulatory Suppression   

In this study (pre-registration, materials, data, analysis 
code, and full results are available as supplemental ma
terials at https://osf.io/mwzfh) we presented participants 
with images of natural and artifact objects, arranged in se
quences of twelve items that would plausibly be experi
enced in a real-world setting, and asked them to remem
ber each sequence. After each sequence, we tested memory 
for the objects by asking participants to choose each re
membered object from an array of related distractors, and 
measured speed and accuracy of performance. Participants 
performed articulatory suppression while learning the se
quences and/or while being tested on the objects. Following 
the linguistic bootstrapping hypothesis, we predicted that 
performance would be impaired when access to language 
was inhibited, such that articulatory suppression at either 
stage would lead to slower responses and more errors in 
identifying remembered objects. We expected performance 
to be best with no articulatory suppression at all, where 
participants would be free to utilise both linguistic and sen
sorimotor information to remember the objects. In addi
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tion, we expected performance to be worst with articulatory 
suppression during the test stage only, due to participants 
employing linguistic placeholders to replace sensorimotor 
information when learning the sequences, and then losing 
access to those placeholders (and thus the object repre
sentations) when access to linguistic information was sup
pressed in the test stage. Finally, by calculating the average 
number of objects that participants correctly recognised 
when performing articulatory suppression both while 
learning and while they were being tested on the sequences 
(i.e., when linguistic information was suppressed through
out the entire task), we planned to estimate the maximum 
sequence length of real-world concepts which can be held 
in mind using sensorimotor representations alone. 

2.1. Method   

2.1.1. Participants   

Forty-four native speakers of English (33 female; mean 
age = 20.3 years, SD = 5.4) were recruited from Lancaster 
University, and received course credit or a payment of £3.50 
for participation. Three initially-recruited participants were 
replaced: one due to not following instructions correctly, 
one who had previously participated in a pilot study, and 
one due to not being a native speaker of English. The sam
ple size was determined using sequential hypothesis testing 
with Bayes Factors (Schönbrodt et al., 2017), and the 
threshold for inference was BF10 = 5 or its reciprocal BF01 
= 0.2. Bayes Factors for Step 3 cleared the evidence thresh
old for the null hypothesis at Nmin = 32 for both RT (BF01 
= 0.02) and accuracy (BF01 = 0.03). However, sequential 
analysis plots for the Step 2 model suggested that the level 
of evidence was still unstable for RT (i.e., BFs fluctuated 
with successive participants between evidence for the null, 
equivocal evidence, and evidence for the alternative), so 
we opted to deviate from the pre-registered stopping rule 
and tested additional participants until Bayesian evidence 
stabilised at N = 44 (see Results section for statistics). We 
therefore report results for 44 participants, but full analyses 
at the original Nmin = 32 are available in supplementary 
materials, and we note that parameter estimates remained 
consistent between N = 32 and N = 44. 

2.1.2. Materials   

Test items comprised a total of 72 target objects, divided 
into 6 sequences which were designed to be ecologically 
valid orders of objects that would be plausibly used in a 
real-world setting, such as a shopping list for lunch (ingre
dients used in the process of making a cake and a sand
wich), items used for decorating an office (office supplies to 
move in and a set of tools used in order to hang a picture), 
or a packing list for a camping trip (camping equipment and 
an outfit one might dress in). We initially intended to use 
sequences of 6 objects, but a pilot study (see supplemen
tal materials) revealed that it resulted in ceiling effects; we 
therefore paired these 6-object sequences to create longer 
sequences of 12 objects to remember, with each pair form
ing a naturalistic situated context (e.g., the ingredients for 

a cake and a sandwich formed a single shopping list). Each 
sequence therefore consisted of 12 target objects for study, 
and each target object was assigned five distractor items for 
display in an object array during the testing stage. The five 
distractor objects were selected from the same semantic 
category as the target (e.g., food items, clothing). In order 
to make sure that participants could not rely on any indi
vidual perceptual characteristic when remembering objects 
(e.g., encoding only a red colour instead of a tomato object), 
we ensured that at least one of the distractors shared its 
colour with the target object, at least one shared the shape, 
and at least one shared its function. We considered these 
three characteristics the most salient and the most likely 
to influence participant responses. Although not in a sys
tematic way, further distractors shared perceptual or func
tion characteristics with either the target or other distrac
tors, to avoid any distractor being easily eliminated as the 
odd-one-out. The target and distractor items in each se
quence (e.g., a recipe) could all plausibly be used for sim
ilar activities, so that the task maintained ecological va
lidity, and it would not be obvious from the nature of the 
sequence which item in the array was the correct one (see 
sample stimuli in Figure 1). Before each sequence, partici
pants were given some general information about the con
text (e.g., “You are preparing lunch for the next day, and 
need to remember the shopping list to make a cake and 
a sandwich. Press space to proceed to the list of ingredi
ents.”), to provide a plausible real-life situation that was 
ecologically valid. 

We sourced photographic images for all objects from li
cense-free online resources and edited them to appear on 
a uniform transparent background. Critically, in order to 
ensure that participants were tested on memory for object 
concepts, and not perceptual matching of a specific image, 
we prepared two different images for each target object: 
one for study and one for display in the distractor array. 
Both images represented good examples of the target ob
ject and differed only in minor aspects (e.g., showing a veg
etable from a different perspective, or a piece of clothing 
in a different colour). Images were scaled to be 840 pixels 
along the longest dimension for target objects presented 
during the learning stage, and 470 pixels along the longest 
dimension for objects (targets and distractors) presented in 
the object array during test. This process resulted in a to
tal of 504 object images: 72 target objects to learn in se
quences, 72 target objects, representing the same concepts, 
to be recognised in the test stage, and 360 distractor ob
jects. Figure 1 shows sample stimuli in a trial sequence dia
gram. 

To ensure the order of target objects within each se
quence was ecologically valid, we asked 9 naïve participants 
(who did not take part in the main studies) to rank-order 
the items in each subset according to how they would be 
used in the given situated context. For example, in the con
text of decorating an office where a number of objects re
lated to hanging a picture on the wall, participants had to 
decide the order in which they would use the following ob
jects: “spirit level”, “drill”, “screw plug”, “screw”, “screw
driver”, “picture frame”. We then finalised each sequence 
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Figure 1. Diagram showing trial sequence and example stimuli at learning (above) and test (below) stages in                
Experiment 1.   
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according to the mean rank per object. Target objects were 
always presented in the same ecologically-valid order dur
ing both the learning and test stages. 

2.1.3. Procedure   

Participants were tested individually. After signing the 
consent form, which included consent to publicly share 
their anonymised data, they sat in front of a computer and 
were informed that they would perform a memory task, and 
that they would be asked to repeat the word “the” at some 
point during the task. We chose to use the word “the” for 
the articulatory suppression task (as opposed to pseudo-
nonsense syllables such as “la” or numbers such as “one”) 
because it was a real word that participants were practiced 
at articulating, but, as a function word, was semantically 
empty in isolation and so unlikely to activate any linguistic 
or sensorimotor information that could interfere with the 
task (see Weywadt & Butler, 2013). Participants were also 
shown an image of a mouth, which indicated when they 
should start performing articulatory suppression, and the 
same image crossed out to indicate that they should not 
perform articulatory suppression. This image cue was pre
sented before both the learning and testing stages for each 
sequence. The experimenter then explained and demon
strated articulatory suppression, and asked the participant 
to practice it. Once the participant confirmed that they un
derstood the instructions and the purpose of the image 
cues, and could perform articulatory suppression correctly, 
they provided demographic information and read the in
structions onscreen. 

Participants were instructed that they would see a se
quence of everyday objects appear one-by-one onscreen, 
and their task was to remember the objects; later, they 
would see groups of objects onscreen and they should click 
on the object that belonged to the sequence they had been 
asked to remember. Participants then commenced a prac
tice sequence of twelve items (not used in the main ex
periment), without any articulatory suppression. After the 
practice session, when the participant confirmed that they 
understood the task and were happy to continue, they com
menced the experimental trials. Articulatory suppression 
was manipulated between-participants while learning the 
sequences and within-participants while being tested on 
the objects (i.e., object recognition), producing four crossed 
experimental conditions: no-suppression/no-suppression, 
no-suppression/suppression, suppression/no-suppression, 
and suppression/suppression. The test stage of half the se
quences was performed with articulatory suppression and 
half without, in random order, so that participants did not 
know whether articulatory suppression applied at testing 
until they had already learned the whole sequence. Exper
iment presentation was controlled by PsychoPy software 
(version 1.84.1; Peirce, 2009). 

In the learning stage, participants in the articulatory 
suppression condition commenced repeating “the” aloud 
before each sequence began. The context for the sequence 
was first presented onscreen until the participants read the 
text and pressed the space bar to continue. Target objects 
were then presented individually in their fixed sequence, 

starting with a blank screen for 200 ms, followed by a cen
tral fixation cross for 300 ms, and then the target object 
for 2000 ms (see Figure 1). Once a full sequence of twelve 
target objects had been presented, and before the testing 
stage began, participants were shown a fake distractor task, 
where they had to click on 4 dots appearing in 4 corners on 
the screen in a random order to “calibrate the mouse”. This 
dot-clicking subtask was to eliminate covert rehearsal in 
the no-suppression condition (which would give an advan
tage compared to the suppression condition, where verbal 
rehearsal was not possible), as well as to reduce the possi
bility that participants were using visualising strategies and 
focusing on specific perceptual features from the presented 
image (e.g., a round thing) instead of relying on mem
ory for the holistic object concept (e.g., a tomato). If par
ticipants were performing articulatory suppression when 
learning the sequences, they continued repeating “the” 
aloud until this dot-clicking task timed out. 

In the test stage, for sequences in the articulatory sup
pression condition, participants commenced (or continued) 
repeating “the” aloud before the first array appeared. On 
each trial, participants saw a 2x3 array of six objects, com
prising one target object and five distractors in random lo
cations within the array. Response times were measured 
from the onset of the array display until the onset of the 
mouse click. There was no time limit for the response. After 
twelve arrays had been displayed (for recognition of twelve 
target objects), a message appeared on the screen asking 
participants to press space when they were ready to proceed 
to the next sequence of objects. Participants could take a 
self-paced break after every sequence. The entire experi
mental procedure took approximately 15-20 minutes. 

2.1.4. Ethics and Consent     

All studies received ethical approval from the Lancaster 
University Faculty of Science and Technology Research 
Ethics Committee. All participants read information detail
ing the purpose and expectations of the study before giving 
informed consent to take part. Consent included agreement 
to publicly share all alphanumeric data in anonymised 
form. 

2.1.5. Design and Analysis     

We analysed accuracy (with incorrect responses coded as 
0, and correct responses coded as 1) with a mixed-effects 
hierarchical logistic regression (binomial, logit link). Par
ticipants and items (nested within sequences) were in
cluded as crossed random effects. We included fixed effects 
of articulatory suppression at learning and at test (dummy 
coded: no-suppression coded as 0, articulatory suppression 
coded as 1), and their interaction. Response times (RT; ms) 
for correct responses were analysed in a mixed-effects hier
archical linear regression with the same random and fixed 
effects as above. 

In all regression analyses, Step 1 entered random inter
cepts, Step 2 added learning and test stages as fixed ef
fects, and Step 3 added the interaction of learning and test. 
We ran Bayesian model comparisons between steps, with 
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Bayes Factors (BF) calculated via Bayesian Information Cri
teria (Wagenmakers, 2007), in order to quantify the evi
dence for or against the added step (threshold for inference 
was BF10 = 5 or its reciprocal BF01 = 0.2). We also report null 
hypothesis significance testing (NHST) statistics for para
meter coefficients in the Step 3 model, which we used to 
estimate the marginal average accuracy for each condition 
of articulatory suppression. The marginal average accuracy 
was then used to calculate the maximum number of ob
jects which can be successfully held in mind when language 
was or was not fully available at object learning and at ob
ject testing. All analyses were run in R software (lme4 pack
age, Bates et al., 2015; lmerTest package, Kuznetsova et al., 
2017; R version 3.4.1, 2017). 

2.2. Results   

Based on pre-registered exclusion criteria, no trials were 
excluded for accuracy analysis. For analysis of correct RTs, 
no trials were removed as motor errors, but 31 trials (1.2% 
of data) were removed where RTs were more than 3 SDs 
above the individual participant’s mean. 

2.2.1. Confirmatory Analysis    

Accuracy. Bayesian model comparison showed strong 
evidence against Step 2 over Step 1, BF10 = 0.02; that is, 
the data were BF01 = 57.40 times more likely under the Step 
1 model containing only random intercepts than a model 
containing articulatory suppression at learning and test. 
There was also strong evidence at Step 3 against the effect 
of the learning*test interaction on accuracy, BF10 = 0.03: 
that is, the data were BF01 = 40.45 times more likely under 
the Step 2 model without the interaction than the Step 3 
model with the interaction. 

We then used the coefficients in the Step 3 model (Table 
1) to estimate the marginal accuracy for each condition of 
learning*test articulatory suppression (see Figure 2). Both 
learning and test parameters had negative coefficients but 
only learning had a significant effect in NHST terms, in
dicating that performing articulatory suppression while 
learning sequences impaired participants’ accuracy. The 
highest accuracy score was in the no-suppression/no-sup
pression condition (i.e., no articulatory suppression at ei
ther learning or test), with participants correctly recognis
ing on average 11 ± 0.2 (M ± SE) out of 12 objects per 
sequence, and was lowest in the suppression/suppression 
condition (9.9 ± 0.4 objects remembered) rather than in the 
no-suppression/suppression condition as we had hypothe
sised. That is, object memory was least accurate when ac
cess to language was suppressed at both learning and test. 

Response Times.  Bayesian model comparison showed 
equivocal evidence against Step 2 over Step 1, BF10 = 0.61, 
that is, the RT data were BF01 = 1.65 times more likely un
der a model with only random intercepts than a model that 
contained fixed effects of articulatory suppression at learn
ing and test. There was strong evidence at Step 3 against 
the presence of a learning*test interaction, BF10 = 0.02; 
that is, data were BF01 = 46.99 times more likely under 

the non-interaction model than the interaction model (see 
Table 1). 

As before, we used the coefficients in the Step 3 model 
(Table 1) to estimate the marginal mean RT for each artic
ulatory suppression condition (see Figure 2). The test co
efficient was negative and significant in NHST terms (i.e., 
unexpectedly faster performance under articulatory sup
pression), but this time articulatory suppression at learning 
had no effect. Against our predictions, selection of target 
objects was fastest in the no-suppression/suppression con
dition (i.e., when language was available at the point of 
learning sequences, but not when being tested on target 
objects), and slowest in the suppression/no-suppression 
condition (i.e., when language was available at the point of 
testing objects, but not learning them). That is, participants 
had most difficulty remembering objects when language ac
cess was suppressed at the point of learning only but was 
available at test. 

2.2.2. Exploratory Analysis    

Because our confirmatory analysis produced some unex
pected results, we ran exploratory analyses to determine 
the best-fitting model for accuracy and RT. We first ex
plored alternative random effects structures for the null 
model using Restricted Maximum Likelihood (i.e., random 
learning and/or test slopes for participants and/or items) 
and selected the best model using Bayes Factors calculated 
via BIC. We then examined (using Maximum Likelihood) 
whether the data favoured a learning-only (suppression at 
learning stage), test-only (suppression at testing stage), or 
learning+test model (suppression at both stages; the orig
inal Step 2 in confirmatory analysis) in comparison to the 
null model. Since the NHST results at Step 3 indicated that 
articulatory suppression elicited an effect at the learning 
stage on accuracy, and at the test stage on RT, this ex
ploratory analysis allowed us to clarify whether there was 
Bayesian evidence for these effects when articulatory sup
pression at each stage was examined separately. For NHST 
coefficient statistics, we Bonferroni-corrected the p-values 
for each parameter by multiplying by 3. Model comparisons 
results are presented in Table 2. 

Best-Fitting Model of Accuracy.    Attempts to model 
random slopes led to non-convergence in all models (see 
supplementary materials for full results). As a result, we 
used models without random slopes (i.e., random inter
cepts only for participants and items, as per confirmatory 
analysis) as the null model in explorations of fixed effects 
on accuracy. 

Bayesian model comparisons showed that the best-fit
ting model was an equivocal tie between the learning-only 
model and the null model, where the learning-only model 
was BF10 = 16.67 times better than the next-best alternative 
model (test-only). NHST results from the learning-only 
model indicated that articulatory suppression at learning 
impaired accuracy (b = -0.735, SE = 0.273, z = -2.691, p 
=.007), as predicted: participants were 109% more likely 
(i.e., more than twice as likely) to make an error during ob
ject testing if their access to labels had been inhibited when 
learning the object sequences. However, although this ef
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Table 1. Experiment 1 unstandardized regression coefficients, standard errors, and associated statistics from            
Step 3 models of Accuracy (logistic mixed-effect regression) and RT (linear mixed-effect regression), for               
articulatory suppression effects at learning, test, and their interaction.          

DV Parameter Coefficient SE df z p 

Accuracy Intercept 2.437 0.252 - 9.678 <.001 

Learning -0.824 0.294 - -2.808 .005 

Test -0.220 0.159 - -1.388 .165 

Learning*Test 0.171 0.205 - 0.835 .404 

t 

RT Intercept 2786.07 139.23 30.08 20.011 <.001 

Learning 68.73 155.66 51.22 0.442 .661 

Test -150.49 60.87 2429.19 -2.472 .014 

Learning*Test -29.11 86.48 2430.96 -0.337 .736 

Figure 2. Mean % accuracy and RT per articulatory suppression condition in Experiment 1, calculated as               
marginal means from the Step 3 models. Error bars represent ± 1 Standard Error.               

Table 2. Exploratory analysis of Experiment 1, showing       
Bayes Factor comparison of each candidate model        
against the null model (random intercepts only).        

DV Candidate model BF10 

Accuracy Learning only 0.50 

Test only 0.03 

Learning+Test 0.02 

RT Learning only 0.02 

Test only 27.66 

Learning+Test 0.61 

fect was significant in NHST terms, evidence for the learn
ing-only model was very weak in Bayesian terms (i.e., 
equivocal evidence for the null), and so we treat the effect 
with caution. 

Best-Fitting Model of Response Times    . Exploration of 
random slope structures showed that the best fit emerged 
from the model without random slopes, as no slope model 
met the BF10 > 5 threshold for improving model fit. There
fore, we report models with no slopes. Full statistics can be 
found in supplemental materials. 

In explorations of fixed effects, Bayesian model compar
isons showed that, in contrast to the results for accuracy, 
the best-fitting model was the test-only model, which was 
BF10 = 45.34 times better than the next-best alternative 
(learning+test model). In the test-only model, articulatory 
suppression at test had a negative effect on RT (b = -164.89, 
SE = 43.26, t(2430) = -3.812, p =.001), indicating that when 
language access was suppressed during the testing stage, 
participants were 165ms faster to respond than when they 
had access to language. Closer examination of RT and accu
racy effects suggested that the effect at test was not neces
sarily due to a speed-accuracy tradeoff: when participants 
were asked to perform articulatory suppression during ob
ject testing, response times were faster, but there was no 
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accompanying drop in accuracy. We discuss this point more 
below. 

2.3. Discussion   

Experiment 1 examined the role of language in remem
bering real-world object sequences. We found that articula
tory suppression during sequence learning weakly impaired 
accuracy, but not speed of response. This learning effect on 
accuracy appeared only in NHST coefficient statistics dur
ing confirmatory and exploratory analysis, but Bayesian ev
idence was equivocal in exploratory analysis of fixed ef
fects; we therefore interpret it cautiously as a somewhat 
weak effect. When language was suppressed at the point of 
learning, participants’ ability to remember objects was im
paired to some extent, partially supporting the linguistic 
bootstrapping hypothesis. 

We also found that articulatory suppression during ob
ject testing led to faster response times in both confirma
tory analysis and exploration of best-fitting models, but 
had no effect on accuracy. It is possible that one of the ways 
people might use language to support target selection at 
the test stage is by implicitly naming all the objects pre
sented in the array, which could introduce a processing de
lay compared to when language access is suppressed and 
implicit naming cannot take place (see Phillips et al., 1999, 
for a similar articulatory suppression finding). We therefore 
conclude that inhibiting language access at the point of ob
ject testing does not lead to slower response times (as we 
originally hypothesised), but instead speeds up response 
times as participants have less information to process. We 
return to this point in the general discussion. 

Finally, and importantly, we did not find an interaction 
of learning*test on either accuracy or RT, which was per
haps unsurprising given the unexpected facilitatory effects 
of articulatory suppression at the test stage. This result 
did not support our hypothesis that participants would find 
it most difficult to remember objects when they had lan
guage available during sequence learning that was later 
suppressed at the test stage. Rather, in such circumstances, 
it appears that participants were still able to identify tar
gets fairly successfully, potentially on the basis of encoded 
sensorimotor information. 

Based on the results of Experiment 1, we calculated that 
a sequence of 9.9 object concepts on average can be held in 
mind when relying on sensorimotor information only (sup
pression/suppression condition), but that this increases to 
11.0 objects when linguistic labels are available (no-sup
pression/no-suppression condition). This finding is in line 
with the hypothesis that the maximum number of contex
tually-situated objects that can be simultaneously repre
sented is effectively greater when language is available to 
act as a placeholder for a full sensorimotor simulation. 

The results demonstrate that people’s ability to remem
ber sequences of contextually-situated, real-world objects 
is very good, even when the sequence itself is new, but is 
ecologically valid and embedded in existing knowledge. For 
example, being able to remember a shopping list or a recipe 
of 10-11 items is well within the capabilities of our partici
pants. 

Overall, Experiment 1 partially supported our hypothe
ses regarding the role of linguistic bootstrapping in mem
ory for object concepts. In an ostensibly nonverbal task, 
suppressing access to linguistic labels via articulatory sup
pression at the point of learning led participants to remem
ber fewer objects compared to when language was avail
able. This effect did not occur when language was 
suppressed during object testing, likely due to confounding 
effects of strategies participants used which led them to 
respond faster when language was not available. However, 
the effect at learning was somewhat weak, possibly due to 
employing a between-participant manipulation of articula
tory suppression at the learning stage. Moreover, it could 
be argued that our findings instead reflect dual task per
formance (i.e., impaired accuracy due to performing a sec
ondary task), rather than articulatory suppression specif
ically removing access to the labels that normally enable 
linguistic bootstrapping. Although a large body of previous 
research has established that performing articulatory sup
pression inhibits access to linguistic information (i.e., af
fecting the ability to remember language stimuli such as 
numbers, letters, or words) without affecting executive load 
or nonverbal processing (e.g., Jaroslawska et al., 2018; Mur
ray, 1967), we did not directly control for dual task load in 
this first experiment. That is, the impairment in accuracy 
could be due to participants performing articulatory sup
pression as a secondary task, which takes up some of the 
available cognitive resources, and not due to the fact that 
labels cannot be used as placeholders for complex senso
rimotor simulations. We address both these possibilities in 
the next experiment. 

3. Experiment 2: Foot-Tapping as Dual-Task       
Control  

In our second experiment (pre-registration, raw data, 
analysis code, and stimuli are available as supplemental 
materials at https://osf.io/mwzfh), we had two goals: to 
replicate and strengthen the effect of articulatory suppres
sion at learning that emerged in Experiment 1 in support 
of the linguistic bootstrapping hypothesis, and to test 
whether this effect is specifically due to suppressing access 
to language rather than due to performing a secondary 
task. We therefore compared articulatory suppression dur
ing learning to foot tapping, a secondary task of comparable 
difficulty (see Van ’t Wout & Jarrold, 2020) that is unrelated 
to language use but comparable on a number of other char
acteristics (i.e., it is a rhythmic motor task, does not involve 
visual perception or hand action that could interfere with 
stimulus presentation, and it can be sustained throughout 
the trial without undue fatigue: see Gaillard et al., 2012). 
This time, we manipulated the secondary task only at the 
point of learning the object sequences, and did so within 
participants, so that all participants learned the sequences 
in all three conditions (i.e., with no secondary task, while 
performing articulatory suppression, and while performing 
foot tapping). This design allowed us to evaluate the effects 
of articulatory suppression on memory for objects without 
the confounding effects of participant strategies present in 
Experiment 1 at the testing stage (e.g., not labeling objects 
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when they anticipated articulatory suppression at test). 
Critically, the comparison between articulatory suppression 
and foot tapping allowed us to determine whether the ef
fects in Experiment 1 were specifically due to suppressing 
access to linguistic labels, rather than simply due to per
forming a concurrent distractor task. 

As in the previous experiment, we predicted that accu
racy and latency of performance would be impaired when 
access to linguistic labels is inhibited via articulatory sup
pression compared to when language is available (i.e., no 
secondary articulatory suppression task). In addition, we 
hypothesised that this impairment would not be solely due 
to performing a secondary task, and that inhibiting access 
to language via articulatory suppression would lead to 
greater impairment of object memory than a secondary task 
of foot-tapping that does not affect access to language. 

3.1. Method   

3.1.1. Participants   

Eighteen native speakers of English (18 female; mean 
age = 18.6 years, SD = 0.8 years) were recruited from Lan
caster University, and received course credit or a payment 
of £3.50 for participation. Data from two originally-re
cruited participants were replaced due to not being native 
speakers of English. As pre-registered, we used Bayesian se
quential hypothesis testing to determine sample size, and 
stopped at the minimum sample size Nmin = 18 when our 
Step 3 models for both RT and accuracy cleared the speci
fied threshold of evidence BF10 > 5 or its reciprocal BF01 < 
0.2 for three successive participants (see Design and Analy
sis section for model details; full statistics are reported in 
the Results section). 

3.1.2. Materials   

We used the same materials as in Experiment 1 with the 
following changes. We created 3 additional sequences of 12 
objects apiece, bringing the total number of target objects 
to 108, divided into nine sequences; this number allowed 
for three sequences to be tested per secondary task condi
tion. As per the existing sequences, each new sequence rep
resented an ecologically-valid order of objects that would 
be plausibly used in a real-world setting, and were labelled 
with a brief description that provided a naturalistic, situ
ated context. We also altered 3 target items and 1 distrac
tor item in the existing sequences, to avoid duplicating tar
gets in the new sequences. The order of objects for new 
sequences was determined by 8 volunteers who did not take 
part in any of the studies, and was established based on 
their mean rank as in Experiment 1. 

Photographic images of new target and distractor objects 
were sourced and edited as per Experiment 1. In total, the 
present experiment utilised 756 object images: 108 target 
objects presented for sequence learning, 108 target objects 
presented for testing (i.e., different images to the learning 
stage), and 540 distractor objects presented at test. 

3.1.3. Procedure   

As before, participants were tested individually and con
sented to publicly share their anonymised data. They sat in 
front of a computer and were informed that they would be 
asked to perform a secondary task at some point during the 
experiment. The experimenter then presented them with 
three symbols which would be used to signal what they 
should do for each task condition, and then explained what 
the tasks involved. A picture of a mouth (the same as in Ex
periment 1) was used to indicate that participants should 
repeat the word “the”; a picture of a foot indicated that 
participants should tap their foot continuously, and a pic
ture of an X was used to indicate that they should stop or 
not perform either of the tasks (i.e., to indicate the control 
condition of no secondary task). The experimenter demon
strated both secondary tasks, where articulations of “the” 
and foot taps were repeated at approximately the same 
rhythmic rate, and asked the participant to practice them. 
Once the participant confirmed that they understood and 
could perform the tasks correctly to the experimenter’s sat
isfaction, they provided demographic information and read 
the instructions onscreen. 

The secondary task was manipulated within-participants 
at the learning stage; that is, participants took part in each 
of the three secondary task conditions, where the order of 
conditions was rotated in a latin-square design. The object 
sequences were divided into three sets of three sequences 
apiece, and the assignment of each set to a secondary task 
condition was counterbalanced across participants. Within 
each condition, sequences were presented in a randomised 
order, and each sequence appeared in each condition an 
equal number of times. Participants did not perform any 
secondary task at the test stage. 

As before, participants were instructed that they would 
see a sequence of everyday objects appear one-by-one on
screen, and their task was to remember the objects; later, 
they would see groups of objects onscreen and they should 
click on the object that belonged to the sequence they had 
been asked to remember. Participants first commenced a 
practice sequence without any secondary task, which pro
vided time-related feedback to habituate them to respond
ing within a time limit (“good job” was displayed on screen 
if the response was given on time, and “too slow” if they 
failed to respond within 6000 ms). When the participant 
confirmed that they understood the task and were happy 
to continue, they commenced the experimental trials. After 
a brief description of the sequence, the image indicating 
the secondary task condition was displayed for 3000ms, and 
then the 12 objects were presented one by one. The break 
between learning the sequence and being tested on it was 
the same as in Experiment 1 (clicking on 4 dots on the 
screen), after which participants were asked to stop the sec
ondary task. The test stage then proceeded as per the no-
suppression condition in Experiment 1. There was no feed
back on experimental trials, but the trial timed out and was 
marked as incorrect if participants failed to respond within 
6000ms. 
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3.1.4. Design and Analysis     

We analysed accuracy (incorrect = 0, correct = 1) in a 
mixed-effects hierarchical logistic regression (binomial, 
logit link), and response times (RT) for correct responses 
in a mixed-effects hierarchical linear regression. For both 
accuracy and RT analysis, participants and items (nested 
within sequence) were included as crossed random effects. 
Fixed effects were dummy coded using articulatory sup
pression as the reference level, which allowed us to test 
each critical hypothesis (i.e., that articulatory suppression 
would be worse than no task and worse than foot tapping) 
with a distinct parameter. That is, we included two learning 
stage variables as fixed effects: no task (representing no-
task vs. a secondary task at learning: 1 = no task, 0 = foot 
tapping or articulatory suppression) and foot tapping (dis
tinguishing foot tapping as a secondary task: 1 = foot tap
ping, 0 = no task control or articulatory suppression). 

In regressions of both accuracy and RT, Step 1 entered 
random intercepts, Step 2 added no-task as a fixed effect, 
and Step 3 added foot-tapping as a fixed effect. We ran 
Bayesian model comparisons between steps, with Bayes 
Factors (BF) calculated via BIC as in the previous experi
ment. We also report null hypothesis significance testing 
(NHST) statistics for parameter coefficients in the Step 3 
model. Specifically, the no-task coefficient in Step 3 al
lowed us to test the hypothesis that articulatory suppres
sion produced a greater impairment than no secondary task 
(i.e., replicating Experiment 1), and the Step 2-3 model 
comparison along with the foot-tapping coefficient in Step 
3 allowed us to test whether articulatory suppression pro
duced a greater impairment than foot tapping (i.e., the crit
ical new hypothesis of the present experiment). 

We used the Step 3 coefficients to calculate the marginal 
mean accuracy and RT per secondary task condition, and 
used the mean accuracy to obtain an estimate of the maxi
mum number of objects which can be held in mind. 

3.2. Results   

No trials were excluded for the accuracy analysis. For 
analysis of correct RTs, 8 trials (0.56% of data) were re
moved as motor errors or for being more than 3 SDs above 
the individual participant’s mean. All reported results re
late to confirmatory analysis.1 

3.2.1. Accuracy   

Bayesian model comparison showed very strong evi
dence for Step 2 over Step 1, indicating the data were BF10 
= 2321.57 times more likely under a model that separated a 
no-task control from some form of secondary task. As pre
dicted, there was also very strong evidence for Step 3 over 
Step 2, BF10 = 1556.20, meaning that the data favoured a 

model that distinguished between articulatory suppression 
and foot tapping as secondary tasks. 

We then used the coefficients in the Step 3 model (Table 
3) to estimate the mean marginal accuracy for each sec
ondary task (see Figure 3). Critically, and as predicted, per
formance was worst in the articulatory suppression (refer
ence) condition, with participants correctly remembering 
an average of 8.1 ± 0.6 (M ± SE) out of 12 objects per se
quence. Performance was better during foot tapping, where 
participants were 89% more likely to respond correctly 
compared to articulatory suppression, and correctly recog
nized an average of 9.6 ± 0.5 (M ± SE) objects. Finally, par
ticipants performed best when there was no secondary task, 
and, with an average of 10.0 ± 0.4 (M ± SE) objects rec
ognized per sequence, were 146% more likely (i.e., more 
than twice as likely) to respond correctly compared to when 
performing articulatory suppression. Overall, as expected, 
memory performance was impaired when access to lan
guage was suppressed (replicating Experiment 1 with a 
stronger effect), and suppressing access to language via ar
ticulatory suppression impaired performance more than a 
secondary task that was unrelated to language (i.e., foot 
tapping). 

3.2.2. Response Times    

Bayesian model comparison showed strong evidence 
against the Step 2 model over Step 1 (BF10 = 0.03); that 
is, the RT data were BF01 = 33.12 times more likely under 
a model containing only random intercepts than a model 
that distinguished secondary tasks from the no-task control 
condition. Similarly, there was strong evidence at Step 3 
against distinguishing between foot tapping and articula
tory suppression as secondary tasks, BF10 = 0.03, whereby 
the data were BF01 = 36.60 times more likely under the Step 
2 model than the Step 3 model. 

Nonetheless, we used the coefficients of the Step 3 
model (Table 3) to estimate the marginal means for each 
secondary task condition (Figure 3). RT was similar in all 
conditions, and coefficients indicated no reliable differ
ences. That is, against our predictions but consistent with 
the previous experiment, participants were equally fast to 
select the correct object in the object testing stage regard
less of which secondary task (if any) was performed when 
learning the sequences. 

3.3. Discussion   

Experiment 2 determined whether or not the effects of 
articulatory suppression at sequence learning that were ob
served in the earlier experiment could be attributed to a 
dual-task load rather than to suppressing access to linguis
tic labels. The results replicated Experiment 1 in showing 
that suppressing access to language while learning a se

As in Experiment 1, we attempted to explore different random effects structures in order to select the best-fitting model of accuracy and 
RT. However, none of the candidate structures involving random slopes improved model fit over the random intercepts of confirmatory 
analysis, and so we do not report them further. Full details are in supplementary materials. 

1 
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Table 3. Experiment 2 unstandardized regression coefficients, standard errors, and associated statistics from            
Step 3 models of Accuracy (logistic mixed-effect regression) and RT (linear mixed-effect regression), for effects of                 
secondary task at learning with articulatory suppression as the reference level.            

DV Parameter Coefficient SE df z p 

Accuracy Intercept 0.736 0.234 - 3.151 <.01 

No task (control) 0.900 0.140 - 6.452 <.001 

Foot tapping 0.637 0.135 - 4.732 <.001 

t 

RT Intercept 2439.76 87.60 29.55 27.850 <.001 

No task (control) 10.40 48.99 1314.24 0.212 .832 

Foot tapping -17.89 49.57 1312.81 -0.361 .718 

Figure 3. Mean % accuracy and RT per secondary task condition in Experiment 2, calculated as marginal means                 
at Step 3 models. Error bars represent ± 1 Standard Error.            

quence of objects impaired accuracy – but not speed – of 
memory performance. Critically, comparison with a foot-
tapping task indicated that this effect was not a mere arti
fact of a dual-task paradigm. Rather, memory was adversely 
affected specifically by articulatory suppression, supporting 
our hypothesis that holding object concepts in mind nor
mally relies on language (i.e., implicitly-activated object la
bels, used as linguistic placeholders), and that suppress
ing access to language reduces accuracy of performance and 
the number of objects which can be represented simultane
ously. In other words, access to language enables linguistic 
bootstrapping, whereby people can use linguistic labels as 
placeholders for complex sensorimotor representations to 
increase the maximum number of objects they can hold in 
mind, and can hence remember a greater number of objects 
when language is available compared to when it is not. 

However, performing a secondary task at the point of 
learning had no effect on RT measured during testing, and 
there was also no difference in RT between the two sec
ondary tasks of articulatory suppression and foot tapping. 
That is, objects which were successfully remembered were 
identified during testing with the same difficulty regardless 

of what concurrent task participants performed while 
learning them, consistent with the findings of Experiment 
1. This lack of effects on RT suggests that regardless of 
whether an object is held in mind via its linguistic label, a 
sensorimotor simulation, or a combination of both, it is rel
atively easy to match this representation with a target on
screen. 

In this experiment, we calculated that people can suc
cessfully remember on average 8.1 ± 0.6 objects when lan
guage is suppressed, and 10.0 ± 0.5 objects when language 
is available. This estimate was slightly smaller than the es
timate in Experiment 1 and – given that the items and rel
evant task conditions were the same in both experiments – 
is most likely due to inter-participant variability. However, 
the within-participant manipulation of the learning condi
tions in the present experiment means that the effect of 
articulatory suppression on performance has a much more 
robust grade of evidence than in Experiment 1, and allows 
us to conclude that the presence of language allows an ad
ditional 2 object concepts (approximately 25% more) to be 
held in mind, which is consistent with the linguistic boot
strapping hypothesis. 
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Nonetheless, the possibility remains that in both Exper
iments 1 and 2, performance in the no-task control con
dition may have been subject to ceiling effects. For exam
ple, in the current experiment, 44% of participants reached 
100% performance on at least one sequence in the no-task 
condition, and 67% of the time participants scored 10 or 
more on a sequence. The same concern did not apply to 
the articulatory suppression condition, where only 22% of 
participants reached 100% performance on at least one se
quence, and 31% of the time scored 10 or more. It is there
fore possible that at least some participants may be capa
ble of remembering more than 12 objects when language 
is available to support the representation of multiple ob
jects. Experiment 3 therefore addressed this possibility by 
using a range of sequence lengths to determine the maxi
mum number of objects which can be held in mind when 
language was fully available. 

4. Experiment 3: Maximum Sequence Length       
with Language Available    

In our final study (pre-registration, data, analysis code, 
and full results are available as supplemental materials at 
https://osf.io/mwzfh), we wanted to establish the maximum 
sequence length of familiar, contextually-related object 
concepts which can be held in mind under optimal condi
tions; that is, the number of objects that can be remem
bered when language is fully available and linguistic place
holders may be used to their full extent, which might have 
been underestimated in Experiment 2 due to ceiling perfor
mance. Using a similar paradigm to previous experiments 
but with no secondary task, we asked participants to re
member sequences that varied in length between 8 and 14 
objects. 

We hypothesised that performance accuracy would start 
to drop when the number of object concepts in a sequence 
reached the maximum limit for linguistic information. That 
is, participants would remember shorter sequences rela
tively easily because their representations (sensorimotor 
simulation and/or linguistic labels) fit within the limit of 
what participants can hold in mind. Even some longer se
quences may still fit within this limit via the use of linguis
tic placeholders, where objects are represented via their 
labels only rather than via sensorimotor simulation. How
ever, once the length of the sequence exceeds the maximum 
limit even for linguistic labels, participants will not be able 
to retain them all and accuracy will suffer. As sequence 
length increases, the tipping point at which accuracy starts 
to reliably drop would reflect the maximum number of ob
ject concepts which can be simultaneously represented via 
linguistic labels. 

We also predicted that response times would slow down 
as the available representational resources are strained and 
linguistic placeholders are increasingly employed, so that 
participants would be slower to recognise remembered ob
jects when the number of objects in a sequence exceeds the 
maximum number of object concepts that participants can 
hold in mind. 

4.1. Method   

4.1.1. Participants   

Twenty native speakers of English took part in the study 
(17 female; mean age = 18.95; SD = 1.07). Data from one 
participant was replaced due to not being a native speaker 
of English. As before, the sample size was determined using 
sequential hypothesis testing with Bayes Factors. We 
stopped at the sample size N = 20 when the Step 4 models 
for accuracy cleared the specified threshold of evidence 
BF10 > 5 for five consecutive participants. (See Design & 
Analysis section for model details; full statistics are re
ported in Results). 

4.1.2. Materials   

Test items comprised 112 target objects, divided into 8 
sequences of 14 items each. These sequences were based on 
materials from Experiment 2, which we extended from 12 
to 14 items by adding two extra objects to each sequence. 
Four of the extra target objects, with their accompanying 
distractors, were taken from the ninth sequence of Exper
iment 2 unused in this experiment; two were objects and 
accompanying distractors used in Experiment 1 that were 
not used in Experiment 2, while 10 were new objects. Dis
tractor items for the new target objects were selected using 
the same criteria as in Experiment 1. As before, the order 
of objects for new sequences was determined by 8 volun
teers who did not take part in the study, and was estab
lished based on their mean rank. We then created subsets 
of items within each sequence using the first 8, 10, 12 or 
all 14 items, so that each sequence could be plausibly rep
resented in different lengths while still being ecologically 
valid (e.g., the context situation of making a cake still ap
plied regardless of whether strawberries or whipped cream 
were included in the sequence). This subsetting approach 
allowed us to compare sequences of different lengths with
out confounding context situation with sequence length. 

Photographic images of new target and distractor objects 
were selected and edited as per Experiment 1, leading to a 
total of 784 object images: 112 target objects for presen
tation at learning, 112 target objects (different images) for 
presentation at test, and 560 distractor objects for presen
tation at test. 

4.1.3. Procedure   

The procedure was the same as in the no-task condition 
of Experiment 2. After a practice sequence of 8 items, par
ticipants completed all eight test sequences in a fixed order 
of increasing length (i.e., two sequences of 8 objects each, 
then two sequences of 10 objects each, and so on). We ro
tated sequences across length conditions so that across the 
experiment as a whole, each sequence was presented in 
each of its possible subsets (i.e., 8, 10, 12, and 14 objects) 
and therefore in different ordinal positions in the proce
dure. 
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4.1.4. Design and Analysis     

We analysed accuracy (incorrect = 0, correct = 1) in a 
mixed-effects hierarchical logistic regression (binomial, 
logit link), and response times (RT) for correct responses 
in a mixed-effects hierarchical linear regression. In both 
analyses, we included participants and items (nested within 
sequence) as crossed random effects. Sequence length was 
included as a categorical fixed effect, coded using reverse 
Helmert coding to compare the effect of each sequence 
length with the mean of the previous (shorter) sequences, 
which resulted in 3 coded variables (10 vs. 8 objects, 12 vs. 
8-10 objects, 14 vs. 8-10-12 objects). This coding method 
is suited to capturing nonlinear monotonic trends (e.g., a 
plateau followed by a fall) and allowed us to determine 
the tipping point at which accuracy dropped (or RT slowed 
down) due to the sequence length surpassing the maximum 
number of concepts participants could hold in mind. 

Hierarchical regressions comprised the following steps: 
Step 1 entered random intercepts, Step 2 entered sequence 
length as 10 vs. 8 objects, Step 3 entered sequence length as 
12 vs. 8-10 objects, and Step 4 entered sequence length as 
14 vs. 8-10-12 objects. We ran Bayesian model comparisons 
between steps, with Bayes Factors (BF) calculated via BIC as 
in earlier experiments. Specifically, the first step to show an 
improvement in model fit represented the sequence length 
at which memory performance differed from that of shorter 
sequences. In addition, the parameter of the first sequence 
length variable to produce an accuracy effect allowed us 
to estimate the maximum number of objects in a sequence 
which could be held in mind when language is fully avail
able to support their representations. 

4.2. Results   

No trials were excluded for the accuracy analysis. For 
analysis of correct RTs, 14 trials were removed as outliers 
more than 3 standard deviations from the individual par
ticipant’s mean (total 0.96% of data removed). All reported 
results relate to confirmatory analysis, as the attempt to 
model random slopes of sequence length on items led to 
non-convergence in both accuracy and RT analysis (see 
supplementary materials). 

4.2.1. Accuracy   

Bayesian model comparison showed evidence against 
any effect of sequence length on accuracy while sequence 
length remained at 12 objects or fewer: Step 2 did not im
prove model fit over Step 1 (BF10 = 0.02, i.e., data favoured 
Step 1 at BF01 = 41.08), and Step 3 did not improve model 
fit over Step 2 (BF10 = 0.20, i.e., data favoured Step 2 at 
BF01 = 5.01). However, there was strong evidence for Step 4 
over Step 3 (BF10 = 14.95), meaning that the data favoured a 
model that distinguished 14-object sequences from shorter 
sequences. 

We then used the coefficients in the Step 4 model (Table 
4) to estimate the marginal accuracy for each sequence 
length parameter (see Figure 4). When sequence length 
reached 14 objects, accuracy decreased compared to shorter 

sequences; that is, when participants were asked to remem
ber a sequence of 14 objects, they were 76% more likely 
to make an error in responding than for sequences of 8-12 
objects (where performance was relatively stable), suggest
ing that 14 objects exceeded the maximum number of ob
jects participants could simultaneously represent. Partici
pants successfully remembered an average of 11.9 ± 0.5 (M 
± SE) out of 14 objects. 

We noted that in the Step 4 model, the parameter for se
quence length of 12 (vs. 8-10 objects) was also significant 
in NHST terms, reflecting a small drop in accuracy between 
8-10 objects and 12 objects. However, since Bayesian model 
comparisons found evidence against the addition of this 
parameter in Step 3, it indicates that the data were more 
likely under a model that ignored the distinction between 
sequence length 12 and sequence lengths 8-10 than under 
a model that distinguished them. We therefore treat the 
NHST effect for sequence length 12 with caution, whereas 
both Bayesian model comparison and NHST coefficient sta
tistics supported a tipping point at sequences of 14 objects. 
That is, sequences of 14 objects exceeded the maximum 
number of objects that could be remembered in a way that 
sequences of 12 objects did not robustly do, hence the drop 
in accuracy; we thus estimate the maximum limit to be ap
proximately 11.9 object concepts when linguistic labels are 
available. 

4.2.2. Response Times    

Bayesian model comparison showed no effect of se
quence length on RT: there was evidence against Step 2 over 
Step 1 (BF10 = 0.14, i.e., data favoured Step 1 at BF01 = 7.39), 
against Step 3 over Step 2 (BF10 = 0.05, i.e., data favoured 
Step 2 at BF01 = 20.09), and against Step 4 over Step 3 
(BF10 = 0.03, i.e., data favoured Step 3 at BF01 = 33.12). 
Nonetheless, for the sake of complete reporting, we used 
the coefficients in the Step 4 model (Table 4) to estimate 
the marginal mean RT for each sequence length parameter 
(see Figure 4). RT was similar in all sequence length con
ditions. That is, against our expectations, participants were 
equally fast to recognize objects regardless of how many 
objects were being remembered. 

4.3. Discussion   

Experiment 3 aimed to establish the maximum sequence 
length of object concepts which could be successfully repre
sented when language is fully available (i.e., with no articu
latory suppression), using longer sequences of objects than 
previous experiments in this study. We found strong evi
dence that sequences of 14 objects caused a drop in accu
racy relative to sequences of 8-12 objects. On average, par
ticipants successfully remembered 11.9 out of 14 objects, 
meaning that sequences of 8, 10, and even 12 objects could 
generally be held in mind without a reliable drop in accu
racy. Sequences of 14 objects, however, exceeded the max
imum limit of what people could concurrently represent, 
and hence accuracy dropped. That is, when language is 
available, participants can accurately remember a sequence 
of up to approximately 12 object concepts, which, according 
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Table 4. Experiment 3 unstandardized regression coefficients, standard errors, and associated statistics from            
Step 4 models of Accuracy (logistic mixed-effect regression) and RT (linear mixed-effect regression), for Helmert-              
coded effects of sequence length.      

DV Parameter Coefficient SE df z p 

Accuracy Intercept 2.160 0.258 - 8.382 <.001 

10 vs. 8 objects -0.060 0.241 - -0.249 .804 

12 vs. 8-10 objects -0.473 0.179 - -2.635 .008 

14 vs. 8-10-12 objects -0.563 0.151 - -3.725 <.001 

t 

RT Intercept 2271.09 76.43 24.68 29.715 <.001 

10 vs. 8 objects 100.73 53.23 1346.28 1.892 .059 

12 vs. 8-10 objects 54.51 43.11 1373.06 1.264 .206 

14 vs. 8-10-12 objects 13.82 39.06 1414.61 0.354 .724 

Figure 4. Mean % accuracy and RT for each sequence length condition in Experiment 3, based on marginal means                  
from the Step 4 model. Error bars represent ± 1 Standard Error.             

to the linguistic bootstrapping hypothesis, is possible be
cause a linguistic label can serve as a placeholder for a full 
sensorimotor representation of an object when the avail
able representational resources are under strain. 

We also found that sequence length had no effect on RT, 
suggesting that the time required to match an object repre
sentation in memory to a visual stimulus onscreen was not 
influenced by demands of varying sequence length. The ev
idence against any effect on RT also suggested that the time 
required was not influenced by the format of object repre
sentation that participants held in mind; that is, partici
pants could identify the onscreen target relatively quickly 
whether an object was represented via sensorimotor sim
ulation (as would be possible for short sequences of 8 ob
jects) or via linguistic labels (as was most likely for long 
sequences of 12-14 objects). We discuss the possible 
processes involved in the general discussion. 

5. General Discussion    

The present study is the first to examine the linguistic 
bootstrapping hypothesis; that is, whether word labels can 
act as placeholders for real-world object concepts when 
there are insufficient representational resources to main
tain a sensorimotor simulation in full (Connell & Lynott, 
2014), and thereby allow language to increase the number 
of contextually-situated, real-world object concepts that 
can be held in mind. We tested this hypothesis in a series 
of pre-registered experiments using a nonverbal task that 
asked participants to learn a naturalistic sequence of con
textually-situated pictured objects and then tested their 
ability to select each previously-presented object from a 
distractor array. As predicted, we found that suppressing 
access to language via articulatory suppression when learn
ing sequences resulted in poorer accuracy in performance 
and a lower limit to the sequence length which could be 
represented. Participants could remember 8 (Experiment 
2) to 10 (Experiment 1) objects concepts when relying on 
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sensorimotor information only to learn the sequence (i.e., 
when language was suppressed), but the sequence length 
increased by 25% – approximately two items (Experiment 
2) – to an upper limit of 12 objects (Experiment 3) when 
linguistic labels were available to act as placeholders and 
ease the strain on representational resources. Critically, 
this effect was not an artifact of dual task performance, as 
suppressing access to language via articulatory suppression 
impaired accuracy markedly more than an alternative sec
ondary task of foot tapping that left access to language in
tact (Experiment 2). This pattern of findings overall sup
ports the linguistic bootstrapping hypothesis that, even in 
nonverbal paradigms, the ability to remember multiple 
real-world object concepts normally relies on language (i.e., 
implicitly-retrieved object labels). When studying a long 
sequence of objects for later testing, people can drop the 
sensorimotor representations of the objects and allow the 
linguistic labels to deputise as placeholders, in order to 
maximise the number of objects that can be held in mind. 
Suppressing access to language during this process there
fore results in fewer objects being remembered. 

However, there was no comparable effect on RT, since 
participants were just as quick to select a target object from 
a distractor array regardless of whether or not language had 
been available while learning the object sequence (Experi
ments 1-2). There are two possibilities regarding what hap
pens to sensorimotor representations of objects when the 
number of objects exceeds the available representational 
resources and language is unavailable to provide linguistic 
placeholders (i.e., the articulatory suppression condition). 
Since sensorimotor simulations are flexible and responsive 
to task demands (Connell & Lynott, 2014), we had origi
nally expected that all sensorimotor representations held in 
mind would degrade to some extent (i.e., lose some detail, 
such as information from less-relevant perceptual modal
ities or action effectors) in an effort to maintain all ob
jects. This possibility would have led both to greater er
rors and slower responses to the object arrays (compared 
to the no-task control that allowed linguistic placeholders), 
due to the difficulty of matching degraded object represen
tations to target object pictures, but the lack of RT effects 
makes this possibility unlikely. The second possibility was 
that some object representations are dropped entirely, but 
the sensorimotor representations of the remaining objects 
retain their original quality of detail. This possibility would 
have led to greater errors during object testing (because 
some objects are no longer held in mind at all) but would 
elicit no effect on RT for the objects which were successfully 
selected (because sensorimotor objects still held in mind 
can be easily matched to target object pictures). Results in 
Experiments 1-2 followed this pattern and therefore sug
gest that, when the maximum limit of sequence length for 
object concepts is reached, sensorimotor representations of 
individual objects are lost rather than maintained in some 
degraded form. 

In addition, articulatory suppression during the object 
testing stage unexpectedly led to faster RT but no difference 
in errors (Experiment 1). As discussed in Experiment 1, 
this RT facilitation may have resulted from time saved by 

not implicitly labelling the object array, but other phe
nomena are of course possible. Regardless, this pattern of 
findings does not follow our original predictions, and sug
gests that memory for real-world object concepts is flexible 
and robust enough that it can survive losing access to lan
guage between learning and testing stages. If this supposi
tion is correct, it could also explain the absence of interac
tion between articulatory suppression at learning and test. 
When language is suppressed during sequence learning, 
and an object concept is represented via sensorimotor sim
ulation alone, then during later object testing, participants 
have two options: they can either directly compare their 
sensorimotor representation to what they see onscreen, or 
they can implicitly label the representation and the tar
get stimulus and compare the two labels. On the other 
hand, when a concept is represented via a linguistic label 
alone, then in the later testing stage participants have the 
same two options: they can implicitly label the object on
screen and compare the two labels, or they can retrieve 
a sensorimotor representation of the label’s referent ob
ject and then compare that to what they see onscreen. In 
both cases, suppressing access to language during the ob
ject testing process leaves the sensorimotor option avail
able, and so there is no interaction between the format of 
object representation held in mind and the availability of 
language during the testing stage. In other words, while 
the pattern of findings may still be consistent with the 
idea that learning nonverbal object concepts normally re
lies on language (i.e., implicitly-retrieved object labels), we 
conclude that our original conception of the effects of lin
guistic bootstrapping on the test stage should be updated. 
Rather than automatically maintaining the format of ob
ject representation that was held in mind during sequence 
learning, linguistic bootstrapping allows people to flexibly 
adapt the contents of the representation during object test
ing by accessing linguistic or sensorimotor aspects of a con
cept’s representation according to available resources and 
demands of the task. 

Finally, we estimate that people are able to remember 
12 contextually-situated object concepts when language is 
fully available to bootstrap cognition, and 10 when it is not 
available (although absolute estimates varied a little be
tween experiments). It is possible that the sequence length 
limits for concepts other than objects may differ from our 
current findings. For instance, recent work in our lab has 
found that the ability to remember sequences of action 
events is limited to approximately three events (Banks & 
Connell, 2022), and the limit is even lower when language 
is suppressed, which suggests that sensorimotor represen
tations of events are larger (i.e., take up more represen
tational “space”) than sensorimotor representations of ob
jects. Future work should examine in more detail how the 
maximum number of concepts which can be held in mind 
may differ according to the nature of the concept or entity 
in question. Moreover, given that linguistic bootstrapping 
should be useful in other circumstances where there are in
sufficient representational resources to maintain a senso
rimotor simulation in full, such as when online process
ing demands perceptual attention (Banks & Connell, 2022), 
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future work should also explore its impact on other do
mains of cognition. In the present paper, we used natural
istic, contextually-situated sequences of real-world object 
concepts to examine the importance of language in ob
ject representation and to determine how many object con
cepts can be simultaneously held in mind. As predicted by 
the linguistic bootstrapping hypothesis, we found that lan
guage increases the number of familiar objects that people 
can represent at one time from approximately 10 to 12 ob
ject concepts. In other words, by implicitly retrieving object 
labels and using them as linguistic placeholders (that can 
be fleshed out again to sensorimotor representations when 
required), the use of language allows people to remember 
a list of up to 12 items, for example a shopping list or the 
ingredients for a recipe. These findings are in line with lin
guistic-simulation theories of cognition that hold language 
to be a critical part of how people represent, remember, 
and use their knowledge about concepts. We hope they con
tribute to a more comprehensive understanding of the role 
of language in human cognition. 
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