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Abstract

In order to build a carbon-free society, the production of clean and affordable
electric energy is vital. Furthermore, to reduce variability and minimise the need
for potentially expensive energy storage systems, the diversification of renewable
energy resources is essential. To this end, wave energy is a significant and almost
untapped source of renewable energy, which can considerably contribute to the
renewable energy mix and, ultimately, to decarbonisation.

Wave energy converters (WECs) harness wave power by exploiting different
operating principles. However, due to the relatively high levelised cost of energy
(LCoE) associated with wave energy projects, WECs struggle to penetrate in the
electric power industry market. A key step to minimise the LCoE, and therefore
improve WEC commercialization, is to develop high-performance, real-time, control
strategies to maximise the electric energy produced over the WEC lifetime. In
particular, this thesis focuses on enhancing the economic viability of a specific
type of WEC, known as the oscillating water column (OWC) WEC, by improving
state-of-the-art OWC control techniques.

The OWC system is one of the most promising WECs, especially due to its
simplicity of operation, the possibility to easily dissipate excessive power, and the
fact that all the moving parts are above the water level, meaning that maintenance
operations are potentially less complex and expensive. To date, due to the critical
importance of turbine performance, OWC control strategies mainly focus on an
oversimplified control objective, namely turbine efficiency maximisation, ignoring
hydrodynamic and electric generator performance. In this thesis, possible static-
efficiency-based and dynamic control strategies to optimise the (overall) wave-to-
wire (W2W) energy conversion process of OWC WECs are designed. Furthermore,
as an alternative to relatively laborious model determination from first principles,
the potential of data-based modelling techniques to provide parsimonious, control-
oriented, OWC hydrodynamic models, is investigated. Finally, to maximise OWC
WEC profitability, it is important to consider peak-shaving (or rated power) control,
to extend the OWC operational range and, consequently, improve the capacity
factor. Since peak-shaving control affects the optimal sizing problem for an OWC
PTO, a control co-design approach is devised in this thesis to assess the benefit
of rated power control. Ultimately, peak-shaving control, used in combination
with control co-design techniques, can significantly reduce the LCoE by improving
the capacity factor.
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The formulation of the problem is often more essential
than its solution, which may be merely a matter of
mathematical or experimental skill.

— Albert Einstein.
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The production and distribution of clean, sustainable, and affordable electric

energy is one of the most crucial challenges of the XXI century [1]. From an

economic perspective, access to affordable energy, at a global level, is key to

mitigate poverty and develop welfare around the world [2]. On the other hand,

the use of renewable and sustainable energy resources, as an alternative to

more historical fossil fuel-based forms of energy, is essential to moderate the

global temperature increase [2]. As a matter of fact, global warming [3] is mainly

due to carbon dioxide (CO2), and other greenhouse gases, emissions [4], which

are released during the combustion cycle of fossil fuels (such as coal, oil, and

natural gas) [5].

Over the last century, due the rapid increase in the world population and

industrial sites, global energy consumption has grown exponentially, rising from

around 1 × 104 TWh, in 1900, to around 16 × 104 TWh, in 2021. To date, global

energy production is still vastly dominated by fossil fuel-based energy sources, as

shown in Figure 1.1, while, even considering modern biofuels, only about 10% of the

current global primary energy demand is supplied by renewables (i.e., wind, solar,

3
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Figure 1.1: Primary energy consumption, and the associated energy resources, in the world
from 1800 to 2021. On the left side, energy consumption is measured in TeraWatt-hours
(TWh), while, on the right side, the corresponding cumulative distribution is shown. Source:
[2].

hydropower, and others). In relatively recent years, a number of countries have

adhered to policies which are designed to support and encourage energy transition

and, ideally, to set a path towards a low-carbon, renewable-dominated, global

energy mix. For instance, following the political commitment to reduce emissions

by 55% by 2030, the European Commission is also committed to policies that will

contribute to the European Green Deal ambition, namely achieving carbon-neutrality

by 2050 [6]. Furthermore, the Global Roadmap for Accelerated SDG7 (Sustainable

Development Goal 7) Action [7] was issued by the United Unions (UN), in 2021, to

support the 2030 Agenda for Sustainable Development [8] and the Paris Agreement

on Climate Change [9]. The SDG7 roadmap essentially sets the milestones to

achieve, by 2050, 92% of global energy production from renewable technologies.

In addition to eco-aware policy trends, public and private investments in renewable

energy technologies have also grown [2], not only driven by ecological/environmental

reasons, but also since harvesting the finite amount of easily-available fossil fuels

is becoming increasingly difficult and, therefore, expensive [10]. Furthermore, the

recent global energy crisis, which has drastically escalated due to a number of

factors, such as the fast post-pandemic economic rebound in 2021 and Russia’s

invasion of Ukraine in 2022, has provoked a record increase in the oil and natural

gas prices [11]. However, to counteract the negative impact of the energy crisis,

the short-term solution adopted by many countries was to increase subsidies for

fossil fuels and burn more coal [12], partially hindering the development of more

efficient and sustainable energy services.

In relation to purely electric energy, as opposed to primary energy, production,

renewable electricity reached about the 30% of global electric energy generation

(∼ 29 TWh) in 2022 [12], as shown in Figure 1.2. It is interesting to note that, in

2021, at the end of the COVID pandemic, worldwide electricity generation increased

by 6.2% (only 2.3% in 2022), and renewable energy sources contributed to about
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Figure 1.2: The figure shows, for different countries/regions of the world: (a) Total electric
energy generation in TWh, (b) CO2 carbon intensity, measured in grams of CO2 equivalents
emitted per kWh of electricity generated, (c) electric energy generated from fossil fuels, and
(d) electric energy generated from renewable energy sources. Source: [2].

92% of the increase [12], showing an encouraging signal. Nowadays, the renewable

electric energy market is mainly populated by traditional, well-established, renewable

energy sources (i.e., onshore wind, solar, and hydropower), with wind and solar

energy responsible for 23.9% of renewable electricity generation. At a national level,

with the Climate Action Plan 2024 [13], Ireland envisages installing 9 GW of onshore

wind (currently ∼ 4.3 GW [14]), at least 5 GW of offshore wind, and 8 GW of solar

photovoltaic (currently ∼ 0.7 GW [15]) capacities, by 2030. However, to achieve

carbon neutrality, diversification of renewable energy resources is imperative [16]1,

particularly since diversification potentially reduces variability [17, 18], and therefore

minimises the need for potentially expensive energy storage systems and non-

renewable baseload power. Indeed, one of the main problems of renewable

energies, compared to fossil fuels, is that the availability of the energy source

is not always guaranteed, with inter- and intra-annual fluctuations that can be

significant. For instance, wind energy met 36% of Ireland electricity demand in

2020 (with an average capacity factor of 30%), but dropped to 29.4% in 2021

(with an average capacity factor of 25%) [14]. Variability can be mitigated through

optimal combination of different, poorly correlated (i.e., highly complementary),

1The ‘amount of diversification’ required to achieve carbon neutrality is a site-specific problem,
which primarily depends on the types and characteristics of the available renewable resources.
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renewable resources. To this end, in addition to traditional renewable technologies,

it is essential to incorporate emerging, and still relatively unexploited, renewable

energy sources, such as offshore wind, wave, and tidal, into the energy mix.

For instance, given the relatively good complementarity between wind and wave

resources on the west coast of Ireland [19], optimal combination of wind/wave

energy can reduce variability [20].

Since this thesis particularly focuses on wave energy exploitation, the following

section highlights the fundamental aspects of wave energy and main wave energy

conversion technologies.

1.1 Wave energy

0-10

10-20

20-30

30-40

40-60

>60

[kW/m]

Figure 1.3: Approximation of the average annual wave energy in the world. Figure adapted
from [21].

Wave energy, which is harnessed by wave energy converters (WECs), is an

almost untapped source of renewable energy, with a higher power density than

other renewable energy sources, such as wind and solar [22]. The wave energy

average global annual potential has been estimated by a number of different authors,

who report values around 32 × 103 TWh/year [23, 24], or 16 − 18.5 × 103 TWh/year

[25], although the energy resource varies temporally (annual and inter-annual

variations) and spatially [18]. However, it should be noted that part of the available

wave energy resource is located in remote areas (see Figure 1.3), which are

typically far from the coast, where the deployment of WECs may be technically

difficult and unprofitable. Furthermore, some studies [26, 27] suggest that a
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portion of the estimated annual potential may come from extreme events (i.e.,
storms), during which WECs cannot typically operate to avoid major failures.
Finally, as a consequence of ongoing climate change, the global wave energy
potential is increasing [28, 29, 30] (particularly at high latitudes [31]), although at
a relatively slow variation rate (around 500 TWh/decade on average [18]), and this
may potentially cause more frequent, extreme (non-exploitable), meteorological
events [32, 33]. Ultimately, although a realistic global potential estimate is yet to
be determined, wave energy can significantly contribute to the renewable energy
mix and, therefore, to decarbonization [34].

Incoming
waves

(a) (b) (c)

Figure 1.4: Plan view of different WEC configurations depending on their dimension and
orientation with respect to the incoming waves: (a) is a point absorber, (b) an attenuator,
and (c) a terminator. Figure adapted from [35].

To date, a number of different WEC types have been proposed, with more
than one thousand registered patents [36]. Wave energy conversion devices have
typically two main subsystems, namely the WEC body (or structure) and power
take-off (PTO) mechanism, which converts the wave-induced kinetic power of the
WEC body to electricity. In general, WECs can be classified on the basis of three
different classification schemes:

• Proximity of the WEC deployment site to the coastline [37]. As such, there
exist onshore, near-shore, and offshore (when water depths are about 100 m
and loose mooring lines are used) wave energy systems.

• Orientation of the device hull with respect to the incoming wave direction
(Figure 1.4) [38]. Within this classification system, it is possible to recognise
point absorber, attenuator, and terminator WECs.

• Type of wave energy conversion technology, or working principle [37]. For
instance, some popular WECs are shown in Figure 1.5, although many other
WEC types can be found in the literature, such as gyroscopic (i.e., the PTO is
gyroscopic) [39, 40] and cyclorotor [41] WECs.
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Since wave energy harvesting technologies are still relatively immature, the com-

munity of researchers and developers has not unanimously converged to a specific

WEC concept yet, assuming there will be a single dominant WEC type in the future.

It is also possible that, given the different conditions at each specific deployment

site (e.g., bathymetry, distance from the shore, annual wave resource characteristic,

etc. . . ) and range of possible applications (e.g., electric energy generation for the

power grid [42], wave-powered data buoys [43], hydrogen production from wave

energy [44], combined wind/wave resource exploitation [45], etc. . . ) in which WECs

may be utilised, a number of distinct wave energy conversion technologies may

coexist and complement each other.

(c)(b)(a)

(d) (e) (f)

Figure 1.5: Different types of WECs: (a) is a hinge-barge WEC, (b) a pressure differential
point absorber, (c) an overtopping device, (d) a heaving point absorber (HPA), (e) a flap-type
WEC, and (f) a fixed oscillating water column. Note that (a), (b), and (c) are offshore WECs,
(d) and (e) near-shore devices, and (f) an onshore WEC. The red part of each subfigure
represents the PTO system. Source: [46].
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1.2 Motivation of the thesis

Nowadays, despite the significant potential of wave energy, WECs struggle to

penetrate into the electric energy market, particularly since the levelised cost of

energy (LCoE), defined as

LCoE =
Capital costs (CapEx) + Operational costs (OpEx)

Produced energy over the WEC lifetime
, (1.1)

associated with wave energy projects is relatively high [34], especially if compared

to the main alternative renewable energy sources (such as wind and solar) [34, 47].

However, as mentioned previously in this chapter, diversification of renewable energy

resources is vital to achieve a sustainable energy mix with moderate variability [16]

and, to this end, the contribution of wave energy can be significant. In order to

improve WEC profitability, it is therefore essential to minimise the LCoE and, of all

possible LCoE-reduction pathways, the development of high-performance energy

maximising WEC control strategies is of primary importance [48]. Although energy

maximisation is generally desirable, it should not be forgotten that produced energy

maximisation is only a simplified control objective, which does not necessarily

guarantee optimum economic return. Nonetheless, since LCoE minimisation is,

as a control objective, difficult to use, especially since reliable and accurate OpEx

estimation is challenging, the vast majority of research papers on WEC control focus

on energy maximisation [49, 50, 51, 52]. Operational cost estimation is a complex

issue in wave energy, especially since there is a dramatic lack of long-term (∼ 30
years) data for WECs operating in real sea environments. In any case, produced

energy maximisation can be a suitable simplified control objective, providing that one

always keeps in mind what the ultimate performance metric is and try to considered

costs (at least) in a qualitative way.

In essence, this thesis focuses on enhancing the economic viability of a specific

type of WEC, namely the oscillating water column (OWC) WEC (Figure 1.5(f)),

exhaustively described in Section 2.1, by broadly improving the state-of-the-art

OWC control techniques. The OWC PTO system is typically an air turbine directly

coupled with a suitable electric generator. In short, the motion of a water column,

subject to ocean wave excitation, generates pneumatic power in an air chamber,

which the OWC PTO subsequently converts to electricity. It is interesting to note

that the OWC is one of the few wave energy conversion technologies which has

achieved technology readiness level (TRL) 8 [53, 54], while other promising WECs

(such as HPA and flap-type WECs) are typically at TRL 6-7. For clarity, the TRL

metric defines how ready a technology is, where TRL 1 means that the basic

physical principles are being studied, while TRL 9 means that an actual system
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is successfully proven in real operational environment2. Ultimately, to maximise
OWC WEC profitability, the work presented in this thesis tackles various OWC
control-related issues, which are detailed in Section 1.3, where the objectives and
contributions of the thesis are explained.

1.3 Objectives and contributions

A summary of the main objectives (OBJ), and corresponding novel contributions
(CTB), of the thesis is presented in the current section.

OBJ.1 One of the objectives of this thesis is to critically examine existing OWC
control practices and identify important issues which need to be addressed
for improving OWC economic viability. To this end, the contributions of the
thesis are:

CTB.1.1 The literature gaps in OWC control are identified and analysed.
Furthermore, a novel criterion, based on an objective-focused perspec-
tive, is proposed to classify the existing OWC control strategies and an
comprehensive formulation of the OWC control problem is presented.
Work published in [51, 56].

CTB.1.2 Due to the lack of attention on OWC hydrodynamic control, hydro-
dynamic control possibilities for OWCs are investigated and discussed.
Work published in [56, 57].

OBJ.2 Traditional OWC WEC hydrodynamic modelling from first principles is
relatively laborious and complex. On the one hand, linear hydrodynamic mod-
els from first principles have a potentially limited range of validity, particularly
for WECs under controlled conditions. On the other hand, accurate nonlinear
physics-based hydrodynamic modelling can be difficult. In relation to linear
and nonlinear OWC hydrodynamic modelling, the contributions of this thesis
are summarised as follows:

CTB.2.1 As an alternative to physics-based hydrodynamic models, this thesis
investigates the potential of adopting linear, and nonlinear, data-based
modelling techniques to obtain some control-oriented (i.e., relatively sim-
ple and with a suitable range of validity for control) OWC hydrodynamic
models. Work published in [58, 59].

2It should be noted that the TRL only indicates the technical capability of a technology, while
the technology performance level (TPL) defines how well a technology performs from an economic
perspective [55]. Ultimately, both TRL and TPL are important techno-economical indicators for
evaluating the status of a specific technology.
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CTB.2.2 Some important real-time implementation aspects of data-based

linear and nonlinear models are also analysed. In particular, the advan-

tages of using a (global) nonlinear data-based hydrodynamic model, as

opposed to a multi-linear data-based modelling solution, are discussed.

Work published in [59].

OBJ.3 The critical review on OWC control has revealed that turbine rotational

speed is typically controlled to solely maximise turbine efficiency, ignoring the

(generally non-negligible) impact of rotational speed on the OWC hydrody-

namic and electric subsystems. Therefore, one of the main objectives of this

thesis is to develop more complete turbine rotational speed control strategies,

in which rotational speed is modulated to optimise the OWC (overall) wave-to-

wire (W2W) energy conversion process. The main contributions of this thesis,

in relation to OBJ.3, are summarised as follows:

CTB.3.1 A relatively simple, meaning that no online optimisation is required,

static-efficiency-based W2W control approach for OWCs is designed.

In comparison to traditional turbine efficiency maximising control (or,

simply, turbine control), the proposed W2W efficiency maximising control

solution improves electric energy production, specifically since rotational

speed is controlled considering the OWC hydrodynamic part and electric

generator, without requiring any additional actuator. Work published

in [60, 61].

CTB.3.2 A relatively computationally efficient constrained optimal control

strategy for energy maximisation of OWCs is devised. In particular, a

receding-horizon pseudospectral (RHPS) control approach is designed to

tackle the W2W OWC optimal control problem (OCP). Ultimately, RHPS

control increases electric energy production, if compared against turbine

and steady-state W2W control, especially due to its optimal constraint

handling capabilities, which allow the entire rotational speed operational

range to be more efficiently exploited. Work published in [62, 63] and

further extended in Chapter 7 of this thesis.

OBJ.4 Although the OWC is one of the few WEC types in which power dissipa-

tion is relatively simple, peak-shaving (or rated power) control for increasing

the capacity factor has received very little attention, particularly for a very

common type of OWC air turbine (i.e., the Wells turbine). With Wells tur-

bines, peak-shaving control can be implemented by opening a bypass valve,

which essentially dissipates excessive pneumatic power in the air chamber,
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potentially extending the OWC operational range. To minimise the LCoE, it is

therefore worth considering peak-shaving control possibilities and, to this end,

the contributions of this thesis are the following:

CTB.4.1 Since rated power control influences the PTO size optimisation

problem, to asses the benefit of peak-shaving control with a bypass

valve, control co-design (CCD) techniques have to be adopted. With

CCD, it is possible to simultaneously optimise the control system and

WEC geometry, although the (offline) computational burden of CCD is

usually significant. In this thesis, a computationally simple, and easily

automatable, parametric CCD approach for the bypass valve and PTO

of an OWC is devised, where a LCoE surrogate is selected as a suitable

performance function. Ultimately, the LCoE can be considerably reduced,

if peak-shaving control is used in combination with CCD. Work published

in [64].

CTB.4.2 Given the slow response time of typical bypass valve actuation

systems, wave-by-wave peak-shaving control using a bypass valve is

challenging. Therefore, a novel sea state based control strategy for the

bypass valve is designed in this thesis. Furthermore, a thorough analysis

of the impact of peak-shaving control on the LCoE and capacity factor is

presented. Work published in [64].

1.4 Thesis structure

This thesis is broadly divided into four parts:

• Part I: Introduction and preliminaries (Chapters 1 and 2).

• Part II: OWC WEC modelling (Chapters 3 and 4).

• Part III: OWC WEC control (Chapters 5, 6, 7, and 8).

• Part IV: Final remarks (Chapter 9).

In addition to the current chapter, the thesis comprises eight additional chapters,

which are laid out as follows:
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• In the first section of Chapter 2, a thorough description of the OWC-based

wave energy conversion system is provided. In particular, the working principle,

main PTO configurations, and historical development of OWC WECs are

presented. Furthermore, the second section of Chapter 2 introduces linear

WEC hydrodynamic modelling. To this end, the modelling assumptions, under

which liner wave theory is derived, are explained. Finally, the well-known

Cummins’ equation, as well as a linear time invariant approximation of the

radiation convolution term, are defined for a generic WEC.

• In Chapter 3, a somewhat traditional OWC W2W model from first principles is

described and, additionally, the modelling assumptions adopted in this thesis,

particularly for OWC model-based control synthesis (part III, Chapters 6, 7,

and 8), are motivated.

• Chapter 4 presents some data-based OWC hydrodynamic models, which are

proposed in this thesis as an alternative to physics-based OWC hydrodynamic

models. Firstly, SI modelling techniques are briefly described and the potential

benefit of data-based hydrodynamic models in WEC control is discussed.

Furthermore, some suitable linear and nonlinear SI hydrodynamic models for

a small-scale OWC chamber are identified and validated, using real wave tank

data. Finally, the advantages of a global nonlinear SI hydrodynamic modelling

solution, over a multi-linear modelling approach, are examined.

• Chapter 5 provides an overview of OWC WEC control. In particular, the

chapter offers an unbiased formulation of the OWC OCP, along with a detailed

analysis of the key OWC CCD aspects. Finally, a comprehensive critical

review of OWC control strategies is presented and the main literature gaps

are identified.

• In Chapter 6, given the importance of considering the complete W2W power

train in OWC control, a static-efficiency-based W2W control strategy for OWCs

is designed. The proposed W2W control approach is then compared against

the traditional turbine efficiency maximising control approach, and a critical

discussion of the results is provided.

• Chapter 7 develops a relatively computationally efficient constrained optimal

control strategy for OWC WECs. More specifically, a RHPS control approach,

using Fourier basis functions, is proposed. To evaluate the optimal control

performance, RHPS control is compared against both turbine efficiency

maximising, and static-efficiency-based W2W, control. A thorough discussion

of the results and main CCD aspects concludes the chapter.
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• In Chapter 8, a parametric CCD approach for the PTO and bypass valve of an

OWC WEC is devised. To this end, a surrogate of the LCoE is selected as a

suitable performance function, where the LCoE minimum indicates the best

combination of parameters (i.e., optimal PTO and bypass valve sizes). The

proposed CCD approach primarily aims to assess the benefit of peak-shaving

control, using a bypass valve, for enhancing the capacity factor.

• In Chapter 9, conclusions are drawn and possible future directions in OWC

WEC control are considered.
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Oscillating water column systems and

linear hydrodynamic modelling
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The first section of this chapter provides a general description of OWC-based

wave energy conversion systems. In particular, the operating principle, main

characteristics, and historical development of OWCs are presented and, furthermore,

consideration is given to the advantages/disadvantages of the OWC concept, as

compared to other types of WECs. Finally, various possible PTO arrangements

for OWCs are discussed and briefly compared.

Subsequently, Section 2.2 focuses on linear WEC hydrodynamic modelling,

which is based on the linear wave theory (LWT). To this end, starting from the

fully nonlinear Navier-Stokes equations, and introducing the typical LWT assump-

17



18 2.1. OWC systems

tions, the mathematical theory modelling linear wave-body interactions (i.e., the

interactions between the ocean waves and a floating body) is outlined.

2.1 OWC systems

2.1.1 Operating principle and main characteristics

The OWC WEC, which is schematically represented in Figure 2.1, is a relatively old

and well-known system to harness wave power [42, 65]. The essential principle of

operation is common to all OWC systems, although several different OWC typologies

exist [66]. Due to the excitation force of the incoming ocean waves, a water column

is displaced, mainly vertically. The relative displacement of the water column (with

respect to the device structure/hull) alternatively compresses and decompresses

a volume of air in a pneumatic chamber. The air compression/decompression

process typically generates a bidirectional airflow, which can be exploited in various

ways, depending on the specific type of PTO mechanism. Among all possible

OWC PTOs [66], the most popular PTO is a self-rectifying air turbine [67], directly

coupled with a suitable rotary electric generator [68]. Self-rectifying air turbines

are particularly suitable for operating with a bidirectional airflow [69], since the

turbine rotor always spins in the same direction, regardless of the airflow incoming

direction. It should be noted that unidirectional air turbines can also be used but,

unless the airflow is rectified through a set of control valves [66], unidirectional

turbines can only function during either the air inhalation, or exhalation, process.

With a self-rectifying turbine, the bidirectional airflow is directly used to drive the

turbine, eliminating the need for an air rectifying mechanism. Subsequently, the

rotary electric generator converts the turbine mechanical power into electrical power.

Finally, the ‘raw’ generator electrical power is converted, using power electronics,

to a form which is suitable1 for a specific power grid [71].

In comparison to other WECs, besides the relatively simple operating principle,

OWC systems present several advantages:

1. The minimal number of moving parts, all located above the water level,

simplifies maintenance operation and improves device reliability.

2. The OWC is arguably the WEC with the highest PTO speed, meaning that, in

comparison to other WECs with similar rated powers, torques and stresses

are lower [51].

1National grid codes dictate, for each country, the standard requirements in terms of power quality.
A review of such requirements, for wind farms, can be found in [70].
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Figure 2.1: Schematic representation of the essential elements of a fixed OWC WEC.

3. The high turbine rotational speed also allows the generator to operate at high
efficiency, without the need for a complex, and potentially expensive, gearbox.

4. In addition to the lower PTO stresses, the spring-like effect of air compressibil-
ity in the air chamber reduces structural stresses and fatigue problems [72],
consequently decreasing OpEx and improving device reliability.

5. From a control perspective, a significant advantage of OWCs is the possibility
to implement peak-shaving, or rated power, control for improving the device
capacity factor [64]. Without peak-shaving control, a WEC may be often
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required to prematurely go into safety mode and, consequently, suspend

power production.

6. Finally, OWCs work with rotary, as opposed to linear, electric generators. To

this end, rotary generators are generally less expensive and more efficient

than their linear counterparts [73].

On the other hand, the biggest disadvantage of OWC systems is arguably the

relatively high structural cost due to high volume of material [64, 74, 75], which

increases the LCoE. Additionally, air compressibility modifies the phase response

of the OWC and may significantly impact the control design, especially in phase

matching control strategies (discussed in Section 5.2.1). Finally, traditional WEC

hydrodynamic control, which requires power to be injected into the system, is

difficult to implement on OWCs due to the absence of suitable actuators (further

explained in Chapter 5).

From a structural perspective, OWC systems fall into two main categories:

Fixed and floating OWCs. Fixed OWCs may be single structures, as shown in

Figure 2.2 a) or, to reduce cost, another possibility is to incorporate multiple OWCs

into breakwaters, as for the case of the Mutriku wave power plant [76] (Figure 2.3

a)). Additionally, other traditional fixed OWC configurations include, but are not

limited to, U-OWCs [77] and vented-OWCs. In vented-OWCs, the device, which

is equipped with a unidirectional turbine and a stop valve, only harnesses wave

power during half of the wave energy cycle [78]. Similarly to the fixed OWC case,

diverse technical solutions also exist for floating OWCs. In particular, the spar-

buoy OWC [79] and the Backward Bent Duct Buoy (BBDB) [80], which are shown,

respectively, in Figures 2.2 b) and c), have reached the prototype stage.

Figure 2.2: Schematic representation of the three main types of OWCs: a) Fixed OWC
equipped with a Wells turbine, b) Spar-buoy with a biradial turbine installed, and c) Backward
Bent Duct Buoy (BBDB) with a Wells turbine fitted. Source: [51].
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From a control-oriented point of view, OWC WECs can be divided depending

on the type of PTO. Indeed, each PTO intrinsically offers (or limits) some control

possibilities, meaning that the control problem (and solution) is a function of the

PTO typology. For instance, in the case of self-rectifying air turbines, the number

of available actuators, and the effect of the PTO on the OWC hydrodynamic part,

depend on the turbine type [56] (further explained in Section 5.1).

Figure 2.3: Examples of the three main types of OWCs: a) Mutriku wave power plant,
Basque Country, b) IDOM Marmok-A5 spar-buoy, and c) OceanEnergy OE35 BBDB. Source:
[51].

2.1.2 Origin and development of OWCs

The terminology ‘oscillating water column’ was first formally introduced by Evans,

in 1978, in a paper in which the hydrodynamic parameters of a water column were

derived, in a closed form solution, for a simple geometry (a thin-walled vertical

pipe) [81]. However, the origin of the water column concept has its root in 1799,

when an early patent was filed by Girard and sons [82]. Furthermore, long before

they were systematically studied for electricity production, OWCs were already

employed as navigation buoys. In the 1880s, several navigation buoys, equipped

with air-driven whistles, were deployed in the USA to assist the sailors in night

time navigation [83]. Furthermore, in 1910, more than a century after Girard, M.

Bochaux-Praceique installed an OWC near Bordeaux to generate electric power for

his house [84]. M. Bochaux-Praceique had the brilliant idea to use a 1 kW turbine

to exploit a natural airflow coming from a hole in a cliff.

2.1.2.1 Early development of OWCs

The systematic development of OWC systems began, in 1964, at the Japan

Research and Development Corporation (JRDC) with Yoshio Masuda [85, 86].

At that time, Masuda was developing wave-powered navigation buoys considering

two different concepts: One buoy was based on a pendulum mechanism, while the

second buoy was an OWC-based buoy, shown in Figure 2.4 a). The OWC-based

buoy, which used an air rectifying mechanism and an impulse turbine, proved to
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Figure 2.4: This figure shows a) a schematic of Masuda’s navigation OWC-buoy and b) a
picture of the Kaimei. Source: [66].

be the most successful concept and was extensively deployed, with some buoys

even operating for more than 30 years [87].

The oil crisis in the 1970s, the immediate success of Masuda’s buoys, and

the invention of the self-rectifying Wells [88] (in 1976) and axial-flow impulse [89]

(in 1978) turbines, encouraged further research into OWCs. Between 1978 and

1980, under Masuda’s supervision, the Japan Agency for Marine-Earth Science

and Technology (JAMSTEC), in collaboration with the International Energy Agency,

deployed the Kaimei, shown in Figure 2.4 b). In the Kaimei, an 820 t floating device

containing several OWC chambers2, eight unidirectional turbines of different designs

were initially installed, in combination with various air rectification systems. After

some maintenance and modification, the Kaimei was then redeployed in 1985. In

its second deployment [90, 66], the Kaimei was equipped with two self-rectifying

turbines, specifically a Wells turbine and a McCormick turbine [92, 93] (which is a

contra-rotating impulse turbine), and three unidirectional air turbines.

In concert with the first Kaimei deployment, a multi-chamber onshore OWC

was under consideration at the University of Stellenbosch, in South Africa [94].

In the Stellenbosch OWC, the idea was to obtain a single unidirectional airflow

using an air rectifying system connected with multiple OWC chambers. In 1974,

a similar idea to manifold the airflow from multiple OWC chambers was patented,

in the USA, by Bolding [95].

In the early 80s, the UK government funded investigations into a number of

wave energy conversion technologies, including the shoreline multi-OWC device of

the National Engineering Laboratory (NEL) [96]. However, the NEL OWC, which

was also supposed to work as a breakwater, was never completed since the project

funding ceased as the effects of the oil crisis became less intense.

2In the literature, the reported number of OWC chambers varies: 8 in [90], 11 in [86, 91], or 13
in [66].
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The enthusiasm due to the Kaimei deployment rapidly faded out since the

device output power was significantly below expectations [86]. Such a disappointing

performance was partially due to the poor motion of the water column and partially

to the dissipative motion of the device hull [97]. With the intention to improve

wave power absorption, and use OWCs in shallow water, the BBDB was devised

by Masuda and his team in 1986 [80]. During an experimental campaign, it was

accidentally discovered that the BBDB performance improved if the back of buoy

faced the incident waves [80], as shown in Figure 2.2 c).

2.1.2.2 Onshore and nearshore OWCs

Figure 2.5: Pictures of the a) Pico power plant and b) OWC device at Toftestallen. Source:
[66].

In tandem with the Kaimei and BBDB, the 80s (and the early 90s) were also a

productive period for onshore OWCs. In 1984, a team from the JRDC, including

Masuda, installed a 40 kW onshore OWC at Sanze, Japan [86]. Furthermore, at

Toftestallen, in Norway, a shoreline OWC was deployed in 1985 [66]. Unfortunately,

the Norwegian device, shown in Figure 2.5 b), was destroyed by a storm in 1988. In

1991, an OWC device with a rating of 75 kW was also constructed on the island

of Islay, Scotland [98]. In Asia, a 60 kW OWC with five chambers integrated into

a breakwater [99, 100] and a 125 kW bottom-standing OWC [101] were deployed,

respectively, in 1989 at Sakata Port, Japan, and in 1990 at Trivandrum, India.

In Europe, the construction of onshore OWCs rapidly accelerated in the 90s

thanks to the funding allocated into the JOULE 2 programme by the European

Commission [102]. The JOULE 2 programme culminated with the construction of

two demonstration OWC power plants, specifically a 400 kW OWC on the island of
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Pico (Azores, Portugal) and the so-called Land Installed Marine Pneumatic Energy

Transformer (LIMPET) OWC device on the island of Islay (close to the earlier 75

kW OWC [98]). The Pico power plant, commissioned in 1999, was equipped with

a Wells turbine. During its turbulent lifetime, the Pico OWC operated intermittently,

until the power plant was decommissioned due to insufficient continuation funding.

Furthermore, all connections to the Pico OWC were removed in 2017, following

a partial collapse of the structure [103]. The 500 kW LIMPET OWC, whose

construction begun in 1998, was equipped with two contra-rotating Wells turbines,

although the rating power was later reduced to 250 kW [104]. The LIMPET remained

active from 1990 to 2013.

In more recent years, a 500 kW, bottom-mounted, nearshore OWC device, was

successfully deployed in 2015 at Jeju, South Korea [66].

2.1.2.3 OWCs incorporated into a breakwater

Since the Sakata OWC (1989), the integration of OWC chambers into breakwaters

became an increasingly popular configuration, especially due to the possibility to

share the cost of infrastructure. In Japan, a 30 kW OWC, a 40 kW OWC, and

a 130 kW OWC were constructed, respectively, in Kujukuri in 1987 [105], into

the Niigata breakwater between 1986 and 1988 [106], and into a breakwater in

Fukushima in 1996 [107]. Furthermore, in China, a 100 kW OWC integrated into

a breakwater was commissioned in 2001 [108].

Some years later than the Japan and China initiatives, OWCs integrated into

breakwaters were also considered in Europe. For instance, the OWC chambers in

the Mutriku breakwater, in the Basque Country, Spain, were commissioned in 2011

and, despite some operational issues, this grid-connected power plant continues to

function [76]. However, only 14 of the 16 OWC chambers are currently operational,

with a total installed capacity of 296 kW. The primary purpose of the Mutriku OWC is

to serve as a test site for turbine and control design [109]. In the years immediately

after its commission, the Mutriku plant was solely equipped with Wells turbines

but, in 2017, a 30 kW radial-flow impulse turbine was mounted for experimental

testing within the H2020 OPERA project [110]. Furthermore, the Resonant Wave

Energy Converter 3 (REWEC3) is an OWC device integrated into the breakwater of

Civitavecchia, Italy [111, 112]. In particular, REWEC3 is a so-called U-OWC, since

the cross-sectional profiles of the OWC chambers in this installation are U-shaped.

For the interested readers, a review of breakwaters incorporating WECs may

be found in [113].
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Figure 2.6: This figure shows a) the Mighty Whale, b) a schematic of the Seabreath, and c)
the 1:3rd scale prototype of the MK3. Source: [66].

2.1.2.4 Floating OWCs after Kaimei and BBDB

After the Kaimei, another large ship-like, floating device, known as the Mighty Whale

was deployed in Japan in 1998 [114]. This 4400 t device, which resembled the

shape of a whale (as shown in Figure 2.6 a)), comprised three OWC chambers, all

equipped with Wells turbines, and had a total rating of 110 kW [66].

In 2010, the Australian company Oceanlinx successfully deployed a 1:3rd scale

grid-connected model of the 2.5 MW full-scale OWC device, known as the Mk3 [66].

The MK3 was a eight-chamber OWC equipped with two types of turbines: The

Denniss-Auld turbine [67], which is a variable pitch turbine developed by Oceanlinx,

and the HydroAir turbine, a self-rectifying axial-flow impulse turbine designed by

Dresser-Rand [66].

In 2008, the so-called Seabreath OWC [115], whose schematic is shown in

Figure 2.6 b), was patented. The device, currently under development at Padova

University, Italy, is a floating attenuator, meaning that the structure is aligned with the

propagation direction of the ocean waves. Similarly to the idea of the Stellenbosch

OWC, the airflow generated by each OWC chamber of the Seabreath is rectified and

used to drive a single unidirectional air turbine. Furthermore, the LEANCON device

is also a multiple-chamber floating OWC equipped with a single unidirectional turbine

and air rectifying valves. A 1:40th scale model of the LEANCON, with 120 OWC

chambers, was tested in the deep wave tank of Aalborg University, in Denmark [116].

Aside from large multiple-chamber OWCs such as the Kaimei, Mighty Whale,

and MK3, other researchers have focused their attention on smaller scale floating

OWCs. For instance, the so-called ‘spar-buoy’ concept, which is essentially a long

axi-symmetric floating OWC suitable for deep water locations, has been extensively
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investigated numerically [117], experimentally [118], and in some hardware-in-

the-loop testing [119].

Finally, the Irish company OceanEnergy has recently tested a 500 kW prototype

of the full-scale 1.25 MW OE35 OWC in Hawaii [120]. The same company is

also planning to build another large-scale device, the OE50 OWC, with a rated

power of 2.5 MW.

2.1.2.5 Some tragic events in the OWC history

Like the OWC device at Toftestallen, some other OWCs had also a quite dramatic epi-

logue. For instance, the Osprey device, supported by the Irish and UK governments,

was a 2 MW, nearshore, bottom-mounted OWC which was destroyed by storm in

1995, before its final deployment could be completed [106]. In 2014, similarly to

the tragic experience of the Osprey device, Oceanlinx attempted to deploy a 1 MW

bottom-mounted, offshore OWC. Unfortunately, the Australian device, called the

greenWAVE, was lost during deployment [66].

2.1.2.6 OWC-based technology: Other applications and unconventional
design solutions

Apart as WECs and navigation buoys, OWC-based devices have been also consid-

ered for reducing the hydrostatic response of very large floating platforms which

include, but are not limited to, offshore wind farms, floating bridges, and floating

houses. For a review, the reader is referred to [121].

In contrast with other types of WECs, since the pneumatic power available in

the air chamber depends on the relative motion of the water column and the device

hull, the OWC is potentially able to harness wave power, while also reducing the hull

motion. For this reason, OWCs have been also considered for combined wind-wave

resource exploitation on offshore wind platforms [122, 45, 105], where the control

objectives are typically energy maximisation and platform motion minimisation. For

instance, the Wind Energy Ireland (WEI) floating platform, conceived in 2008, is a

V-shaped floating platform equipped with 32 OWC chambers and two undidirectional

air turbines [105].

Another potentially moderate-cost application for OWCs is that of self-powered

data-buoys equipped with data acquisition sensors [87, 123]. Such buoys measure

the water column height variations to infer the water free surface variations, namely

the undisturbed (by the OWC WEC) ocean wave elevation. A review of wave energy

powered data-buoys is found in [43].
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Finally, a number of unconventional PTO arrangements have also been devised.

For instance, in the Aquabuoy 2.0 device [124], the motion of the water column

is used to drive a piston which pumps water to drive a Pelton (water) turbine.

Another notable example is the PolyWEC device [125], in which the pressure in

the air chamber is used to deform a dielectric elastomer. The material deformation

creates a potential difference across the elastomer and, consequently, electricity

is generated.

2.1.3 OWC PTO mechanism

Except for some unconventional PTOs, such as those used in the Aquabuoy 2.0

and PolyWEC devices, the traditional OWC PTO is typically an air turbine coupled

with an electric generator. Due to the reciprocating motion of the ocean waves,

wave energy has an inherent oscillatory nature and, therefore, the airflow between

the OWC chamber and atmosphere is bidirectional. To exploit such a bidirectional

airflow, different solutions have been devised. Arguably, the most popular solution is

that of using a self-rectifying air turbine, although unidirectional air turbines are still

considered for vented-OWCs. Furthermore, if an air rectifying mechanism (typically

a set of pressure-driven non-return valves) is utilised, unidirectional turbines can

harness wave power for the complete wave cycle (and not only for half cycle)

Some reviews on air turbines for OWCs can be found in [66, 67, 69].

2.1.3.1 Self-rectifying air turbines

Self-rectifying air turbines can be divided into two main groups, namely the (i) Wells

and (ii) impulse-like turbines. This section primarily aims to outline the aerodynamic

and geometric characteristics of self-rectifying air turbines, without extensively

focusing on control-related aspects. The role of the turbine typology in the control

system design is thoroughly discussed in Section 5.1.

Wells turbines The Wells turbine, invented by Prof. Alan Arthur Wells [126], is

traditionally an axial-flow self-rectifying air turbine. In its simplest configuration,

the Wells turbine rotor is a set of airfoil-shaped blades, which are symmetrically

positioned about a plane normal to the rotational axis [88], as shown in Figure 2.7 a)

and b). However, the Wells turbine of Figure 2.7 suffers from significant kinetic

energy losses due to swirling flow at the exit of the rotor3. The swirl kinetic energy

loss can be reduced introducing two rows of guide vanes, one on each side of the

3The swirl kinetic energy per unit mass lost at the turbine exit is computed as (1/2)V2
exit,t, where

Vexit,t is the tangential component of the absolute flow velocity at the turbine exit.
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Figure 2.7: a) A Wells turbine without guide vanes and a single row of rotor blades (i.e.,
a monoplane turbine). b) A typical aerofoil section of a rotor blade and the inlet velocity
triangles for two different flow rates. The variables V1,2, W1,2, U1,2, and β1,2 are, respectively,
the absolute airflow velocity, the relative airflow velocity, the rotor blade velocity (computed
as the product of rotational speed and rotor blade radius), and the angle of attack, for two
different airflow rates. Source: [51].

rotor. A less straightforward solution to mitigate the energy loss due to swirl is to

use a contra-rotating Wells turbine without guide vanes. In the contra-rotating Wells

turbine, two rows of rotor blades rotate, at the same speed, in opposite directions

and, therefore, the rotor work per unit mass of air is doubled [66]. However, with

the contra-rotating configuration, the complexity (and cost) of the Wells turbine

increases and, furthermore, the duplication of the electric components (i.e., the

electric generator and power electronics) is required. Another solution for increasing

the rotor work (per unit mass of air) is to use two axially-offset rows of rotor blades

mounted on a single rotor (i.e., a biplane rotor) [127]. The biplane Wells turbine,

also installed at the Mutriku site [76], may (or may not) have a row of guide vanes

on each side of the rotor to reduce the swirl kinetic losses [67]. Furthermore, a

novel configuration of the biplane Wells turbine, in which a row of guide vanes is

placed in between the two rows of rotor blades, is considered in [128]. Finally, a

quite unique radial-flow Wells turbine was first proposed in [129], although recent

investigations have revealed that its efficiency characteristics are comparable to

those of the classic axial-flow Wells turbine [130, 131].

Axial-flow impulse turbines To operate effectively with a bidirectional airflow,

axial-flow impulse turbines, patented by Ivan A. Babinstev [89], must have two

rows of guide vanes, the first one before (upstream) and the second one after

(downstream) of the turbine rotor [132], as shown in Figure 2.8. The role of the

upstream guide vanes is to increase the airflow kinetic energy by reducing the air

pressure, therefore increasing velocity. However, the downstream row of guide

vanes, which is needed due to flow symmetry, behaves as a partial flow blockage,

significantly reducing turbine efficiency. More precisely, the blockage effect is

caused by the excessive incidence flow angle at the entry to the second row of
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Figure 2.8: a) An axial-flow impulse turbine. b) A typical rotor cascade with guide vanes. c)
Rotor inlet velocity triangles for two flow rates. The quantities W, U, and V are, respectively,
the relative, the transport, and the absolute velocities. In this figure only, R refers to the rotor
blade radius. Source: [51].

Figure 2.9: a) Biradial turbine with two rows of fixed guide-vanes radially offset from the
rotor. b) Cut of the turbine showing the position of the sliding high-speed stop valve (HSSV).
c) Picture of a small-scale rotor with a diameter of 0.25 m. Source: [51].

guide vanes. This issue cannot be avoided since, due to the required symmetric

geometry, one cannot simultaneously obtain the desired flow incidence at the rotor

blades and at the second row of guide vanes (for more details see, for instance,

[66]). To reduce the excessive incidence problem, and improve turbine efficiency,

a possible solution is to have guide vanes with a variable pitch angle [133, 132].

Furthermore, the complexity of an active control system for the variable pitch guide

vanes may be avoided, since the position of the blades can be (passively) controlled

using the aerodynamic moments acting on them [66]. Finally, contra-rotating axial-

flow impulse turbines have also been proposed by McCormik [93, 92], but the

excessive incidence issue remains.

Radial-flow impulse turbines Radial-flow impulse turbines with fixed guide

vanes [134], variable-pitch guide vanes [135], and axially sliding guide vanes [136]

have been considered for OWCs. However, the peak efficiency values remain

significantly lower (between 45% and 57% [134, 135, 136]) than the typical peak

efficiency of a Wells turbine (which can reach 75% [137]). Arguably, the first high-

efficiency radial-flow impulse turbine, also known as the biradial turbine [138], was

patented in 2012 by the IDMEC research group [139]. A possible configuration

of the biradial turbine, shown in Figure 2.9, features two rows of fixed radially
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offset guide vanes to reduce aerodynamic losses. With the configuration shown

in Figure 2.9, the biradial turbine has a peak efficiency of around 68% [51], but,

if controllable guide vanes are used, the peak efficiency of the biradial turbine

can increase up to 78% [140].

A comparison between Wells and impulse turbines When compared to an

axial-flow impulse turbine, a Wells turbine generally has a larger rotor diameter,

a lower moment of inertia, a lower cost, and a higher peak efficiency (except for

the biradial turbine). However, the Wells turbine efficiency curve is quite peaky

and narrow, meaning that Wells turbines have a relatively small operational range.

Furthermore, Wells turbines are characterized by a hard stall condition. Under stall

conditions, the Wells turbine efficiency dramatically drops. To delay stall and improve

Wells turbine performance under stall conditions, a passive flow control technique

based on multiple suction slots on the rotor blades is investigated in [141, 142]. On

the other hand, impulse-like turbines do not present such a hard stall issue and their

operational range is relatively wide. Furthermore, Wells turbines typically operate at

higher rotational speed values and, consequently, are also noisier [143]. It should

be noted that, in contrast with impulse-like turbines, Wells turbines ideally operate in

OWCs characterised by relatively low pressure oscillations [67]. To this end, multi-

stage Wells turbines (namely Wells turbines with more than two rows of rotor blades)

have been investigated, as an alternative to impulse-like turbines, for OWCs having

large pressure oscillations in the air chamber [66]. From a control perspective,

the main difference between Wells and impulse-like turbines concerns the impact

of the turbine rotational speed on the OWC hydrodynamic performance and the

presence/absence of some types of actuators (further discussed in Section 5.1).

Other self-rectifying air turbines In the literature, some alternative self-rectifying

air turbines, typically inspired by the more traditional Wells and axial-flow impulse

turbines, have emerged. For instance, the HydroAir turbine [144], shown in

Figure 2.10 a), is a variation of a classic axial-flow impulse turbine. In the HydroAir

turbine, to reduce the airflow blockage problem, the upstream and downstream rows

of guide vanes are installed in a conical duct at a larger radius. The idea is essentially

to reduce the axial and tangential velocity components, as a consequence of the

duct area increase and the conservation of angular momentum [66]. Another

peculiar self-rectifying air turbine is the Denniss-Auld turbine, shown in Figure 2.10

b). Since the position of the rotor blades of the Denniss-Auld turbine is controllable,

this turbine shares some similarities with variable pitch turbines, although the range

of available blade positions varies [66]. Furthermore, the Denniss-Auld rotor blade
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Figure 2.10: This figure shows the a) HydroAir and b) Denniss-Auld air turbines. Source:
[66].

edges are identical, since they alternatively work as trailing/leading edges, while

variable pitch turbines typically have airfoil-shaped rotor blades, as in Wells turbines.

2.1.3.2 Other types of turbines for OWCs

Unidirectional air turbines are more efficient than self-rectifying air turbines, specif-

ically since the design of the angle of attack can be optimised for a single airflow

direction. In general, the use of unidirectional turbines is not convenient for a

single-chamber OWC, since the improved efficiency is not worth the cost of the

air rectifying mechanism. Furthermore, thanks to increasingly effective design

solutions, the efficiency of self-rectifying air turbines is improving [145]. However, as

briefly outlined in Section 2.1.2, single unidirectional turbines are often considered

in large floating platforms with multiple OWC chambers, where the air rectifying

system can be also used to minimize the platform motion.

Finally, variable pitch turbines have also been considered for OWCs. Variable

pitch turbines are sometimes called variable pitch Wells turbines since, when the

rotor blades are at their neutral positions, the turbine becomes essentially a Wells

turbine. However, variable pitch turbines are arguably more similar to unidirectional

turbines than to self-rectifying turbines, since the leading edge of the rotor blades is

controlled to face the incoming airflow. Furthermore, in contrast with self-rectifying
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air turbines, which do not work efficiently as compressors, variable pitch turbines

can be potentially employed to compress air and, therefore, inject power into the

OWC system (further discussed in Chapter 5).

2.1.3.3 Electric generators

Different types of rotary electric generators have been considered to work with

OWC systems [68], particularly induction generators, such as doubly-fed induction

generators (DFIGs), squirrel cage induction generators (SCIGs), and permanent

magnet generators (PMG). In general, suitable electric generators for OWCs should

resist corrosion caused by water salinity and, moreover, should efficiently operate

at different rotational speed values. In [68], the problem of generator selection is

discussed, primarily comparing capital costs, performance, and suitability for the

marine environment of different electric generators. However, generator selection is

also a control-related issue, since the generator efficiency characteristics may, to

some extent, influence OWC control design [56] (further explained in Section 5.1).

2.2 Linear hydrodynamic modelling

As mentioned in the introduction, one of the objectives of this thesis is to develop

complete model-based control strategies for OWC WECs. To date, since wave

energy conversion technologies are still relatively immature, and since accurate mod-

elling of the associated nonlinear hydrodynamic effects is difficult, linear WEC hydro-

dynamic models are typically used in WEC model-based control design [146, 49]. A

significant advantage of linear WEC models is their relative computational simplicity,

meaning that it is potentially easier to achieve real-time control performance, if

optimisation-based control strategies are used.

For certain types of WECs, although linear models provide, to some extent, an

accurate representation of the wave-body interactions under uncontrolled conditions,

linear models may not be representative under WEC hydrodynamic control con-

ditions [147]. Indeed, traditional WEC hydrodynamic control for maximum energy

extraction tends to exaggerate the motion of the device, consequently violating

the assumptions under which linear WEC models are valid. However, such a

problem, also known as the WEC modelling paradox, is not especially related to

OWC WECs, since traditional hydrodynamic control is typically not feasible on

OWCs [56] (further explained in Section 5.2).

For brevity of notation, the dependence on the independent variables (for

instance, the time t) is omitted if already clear from the context.
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Figure 2.11: Main flow regimes and fluid dynamic models as function of the Knudsen
number. Figure adapted from [151].

2.2.1 Linear wave theory

Linear hydrodynamic modelling is based on LWT, or Airy’s wave theory [148], which

is often used to model the propagation of waves on the ocean free-surface. In

essence, the fully nonlinear fluid dynamic model described by the Navier-Stokes

equations is simplified, using the linear potential theory (LPT) assumptions and

considering only small amplitude waves. It should be noted that this thesis focuses

on the investigation of OWC systems in power production mode, therefore operating

modes under which energy maximising control strategies are required. In this

regard, the wave resource characterising typical operational conditions can be

described, in most cases, by LWT [149].

2.2.1.1 Preliminaries: Introduction to fluid dynamics

In fluid dynamics [150], the different flow regimes are classified using the Knudsen

number, KN, defined as

KN =
λm

Lc
, (2.1)

where λm and Lc are, respectively, the molecular mean free path length and a

representative physical length scale. The main flow regimes (namely, the continuum,

slip, transition, and free-molecule flow regimes), and different possible fluid dynamic

models, as functions of KN are shown in Figure 2.11.

In the wave modelling case, since KN << 10−3 (i.e., water is a continuum), the

(no-slip) Navier-Stokes system of equations can be used as a suitable fluid dynamic

model. For a continuum volume of fluid4, the mass conservation, momentum

conservation, and energy conservation equations in differential form are specified,

4If the volume of fluid is not continuum, integral Navier-Stokes equations must be used.
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respectively, [152] as

δρ

δt
+ ∇ · (ρ uf) = 0 (2.2a)

δ(ρ uf)
δt

+ ∇ · (ρ uf ⊗ uf) = ∇ · σ + ρ f (2.2b)

δEtot

δt
+ ∇ · (Etotuf) = ∇ · (σ · uf) − ∇ · qh, (2.2c)

where ρ ∈ R is the fluid density, uf ∈ R
3 is the flow velocity vector, f ∈ R3 is the

external force vector per unit mass, qh ∈ R
3 is the heat flux vector, Etot ∈ R is

the total energy of the system (i.e., the sum of kinetic and internal energies), and

σ ∈ R3×3 is the Cauchy stress tensor, defined as the sum of a viscous stress

term (known as the deviatoric stress tensor), τ ∈ R3×3, and a pressure term

(volumetric stress), −pIn ∈ R
3×3, as

σ = τ − pIn, (2.3)

where In is the identity matrix. The operators ∇, ∇·, and ⊗ are, respectively, the

gradient, divergence, and tensor product operators. For a Newtonian fluid, in which

the viscous stress is a linear function of the strain rate, ∇ · τ can be written as

∇ · τ = µf(∇2uf +
1
3
∇(∇ · uf)), (2.4)

where µf is the dynamic viscosity of the fluid and ∇2 = ∇(∇·) indicates the Laplacian

operator. Finally, to complete the Navier-Stokes system of equations (2.2), suitable

initial conditions, boundary conditions, and an equation of state relating the thermo-

dynamic variables (i.e., density, pressure, and temperature), have to be defined.

It should be noted that, in linear WEC hydrodynamic modelling, only the

mass and momentum conservation equations are needed. Therefore, the en-

ergy conservation equation is typically omitted and, using Equation (2.3) and

the following identity,

∇ · (ρ uf ⊗ uf) = uf∇ · (ρ uf) + ρ uf · ∇uf , (2.5)

the Navier-Stokes system of equations (2.2) simplifies to:

δρ

δt
+ ∇ · (ρ uf) = 0 (2.6a)

δ(ρ uf)
δt

+ uf∇ · (ρ uf) + ρ uf · ∇uf = ∇ · τ − ∇p + ρ f . (2.6b)

In contrast to linear WEC models, high-fidelity hydrodynamic WEC models,

based on the Navier-Stokes equations (2.6), may be used to obtain a fully nonlinear

characterisation of the wave-body interactions. Such nonlinear WEC models can
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be built using different numerical fluid dynamic tools, such as computational fluid
dynamic (CFD) [153], smoothed-particle hydrodynamics (SPH) [154], and large-
eddy simulations (LES) [155]. However, due to the high computational cost, fully
nonlinear WEC models are not compatible with the typical real-time WEC control
requirements [156] and, therefore, they are not considered in this thesis. For the
interested reader, a review of CFD models for OWCs is found in [157].

2.2.1.2 The linear potential theory equations

To derive the equations which model a linear potential flow, two assumptions
are introduced:

AS.1 The flow is incompressible (∇ · uf = 0),
AS.2 The flow is irrotational (∇ × uf = 0).

It should be noted that, for incompressible flow (which is different from assuming a
constant density, i.e., ρ = constant), the pressure does not change the volume of a
fluid element, resulting in a solenoidal velocity field, namely ∇ · uf = 0. Furthermore,
for irrotational flow, vorticity (∇ × uf), defined as twice the angular speed of a fluid
particle, is zero, meaning that fluid particles do not rotate. If the assumptions
AS.1 and AS.2 hold, from the identity,

∇ × (∇ × uf) = ∇(∇ · uf) − ∇2uf , (2.7)

it follows that the considered flow is also inviscid (∇2uf = 0). If the flow is irrotational
and inviscid, there exists a scalar function, Φf, commonly known as the velocity
potential [150], such that

uf = ∇Φf . (2.8)

The existence of a velocity potential implies that, in linear potential flow, a fluid
particle that moves along a certain streamline will always remain on that streamline.

Using Equation (2.8) and the assumptions AS.1 and AS.2, the mass conser-
vation equation (2.6a) can be replaced by the Laplace equation:

∇2Φf = 0. (2.9)

Similarly, if the external force is defined as the gravitational force f = [0, 0,−ρg],
after integrating the momentum conservation equation (2.6b), the unsteady (i.e.,
δ
δt , 0) Bernoulli equation is obtained as

p
ρ
+
δΦf

δt
+

1
2

(∇Φf)2 + gz = Cint, (2.10)

where Cint is an integration constant. Equations (2.9) and (2.10) model, together
with a set of suitable boundary conditions, linear potential flow. The velocity potential
(therefore also the velocity field) is found by solving the Laplace equation (2.9) and,
once Φf is known, the pressure field is computed from the Bernoulli equation (2.10).
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2.2.1.3 Boundary conditions

The Laplace and Bernoulli equations are solved as a boundary value problem (BVP).
For the case of the propagation of ocean waves, three boundary conditions need to
be used, namely the seabed impermeability condition, the free surface kinematic
condition, and the free surface dynamic condition. For simplicity, it is assumed that
ocean waves propagate only towards the x-axis positive direction (i.e., the problem
becomes two-dimensional) and that the z-axis is the vertical coordinate, which is
positive for values that are above the still water level (SWL), as shown in Figure 2.12.
In Figure 2.12, η is the free surface elevation (FSE) at a given point on the x-axis, λw

is the wavelength, hsb is the seabed depth with respect to the SWL, assumed flat in
the present analysis, Hw is the wave height, and Aw = Hw/2 is the wave amplitude.

Figure 2.12: Schematic of the wave characteristics.

The boundary conditions characterising the ocean wave propagation phe-
nomenon are specified as follows:

BC.1 The seabed is assumed to be impermeable, i.e. no fluid penetrates (or leaves)
the seabed, which means that the vertical component of the fluid velocity will
be zero at the seabed,

δΦf

δz
= 0 on z = −hsb. (2.11)

BC.2 The free surface kinematic condition implies that a water particle on the ocean
free surface remains on the free surface,

δΦf

δz
=
δη

δt
+
δΦf

δx
δη

δx
+
δΦf

δy
δη

δy
on z = η. (2.12)

BC.3 The free surface dynamic condition expresses the conservation of the mo-
mentum at the free surface. Therefore, the condition is obtained by specifying
the Bernoulli equation at the free surface

ρ
δΦf

δt
+

1
2
ρ(∇Φf)2 + ρgη = Cint on z = η. (2.13)
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2.2.1.4 Small amplitude waves

The most commonly used, and simplest, ocean wave theory was first introduced

by George Airy at the end of the 19th century [148]. Airy’s theory was developed

for long-crested regular (i.e., sinusoidal) waves in two dimensions (i.e., δΦf/δy = 0),

which are periodic in time and in space. In addition to assumptions AS.1 and

AS.2, Airy’s theory also assumes that:

AS.3 Ocean waves propagate in deep water depths (hsb > 0.5λw).

AS.4 The wave height, Hw, is small compared to the wavelength, λw.

The instantaneous FSE for a regular wave, therefore a wave characterised by

single (constant) amplitude and frequency values, propagating in deep water, is

expressed [148] as

η =
Hw

2
cos(kwx − ωt), (2.14)

where ω = 2π/Tw is the wave frequency, Tw is the wave period, and kw = 2π/λw

is the wave number, or spatial wave frequency. As a consequence of AS.4, the

free surface kinematic (BC.2) and dynamic (BC.3) boundary conditions can be

applied to z = 0, as opposed to z = η, meaning that BC.2 and BC.3 are linearised.

Therefore, for small amplitude waves, the linearised free surface kinematic (2.12)

and dynamic (2.13) boundary conditions can be written, respectively, as

δΦf

δz
−
δη

δt
= 0 on z = 0, (2.15)

and
δΦf

δt
+ gη = 0 on z = 0. (2.16)

By using Equation (2.14) and the boundary conditions (2.11), (2.15), and

(2.16)), the Laplace equation can be solved, using the separation of variables

technique, for Φf, as

Φf =
gHw

2ω
cosh(kwz + kwhsb)

cosh(kwhsb)
sin(kwx − ωt). (2.17)

Furthermore, the water particle velocity components in the x and z directions can

be computed from (2.17), respectively, as

δΦf

δx
=

gHwkw

2ω
cosh(kwz + kwhsb)

cosh(kwhsb)
cos(kwx − ωt), (2.18)

and
δΦf

δz
=

gHwkw

2ω
sinh(kwz + kwhsb)

cosh(kwhsb)
sin(kwx − ωt). (2.19)
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By substituting Φf (2.17) into the Bernoulli equation (2.10), the pressure due

to ocean waves is computed as

p =
ρgHw

2
cosh(kwz + kwhsb)

cosh(kwhsb)
cos(kwx − ωt) − ρgz. (2.20)

In Equation (2.20), the first term on the right side is the dynamic pressure variation

due to ocean waves, while the second term (i.e., −ρgz) represents the hydro-

static pressure.

If the expression for Φf (2.17) is combined with the linearised free surface

conditions (2.15) and (2.16), a relationship between ω and kw can be found:

ω2 = gkwtanh(kwhsb) = g
2π
λw

tanh(kwhsb). (2.21)

The relationship in (2.21) is known as the dispersion relationship. Furthermore,

the wave celerity, defined as

cw =
λw

Tw
=
ωλw

2π
, (2.22)

can be expressed, using Equations (2.21) and (2.22), as a function of ω, hsb, and kw:

cw =
g
ω

tanh(kwhsb). (2.23)

In deep water conditions, since tanh(kwhsb) ≈ 1, the dispersion relationship (2.21)

and wave celerity (2.23) become, respectively,

ω2 = gkw = g
2π
λw

(2.24)

and

cdeep
w =

g
ω
= g

Tw

2π
=

(gλw

2π

)1/2

. (2.25)

Therefore, in deep water, cw and λw are solely functions of ω. On the other hand,

in shallow-water conditions, since tanh(kwhsb) ≈ 2πhsb/λw, the wave celerity is only

a function of hsb, meaning that shallow water waves are not frequency dispersive,

while deep water waves are.

The total energy per metre in the wave, Etot, can be computed as the sum of the

potential, Epot, and kinetic, Ekin, energies. The kinetic energy per unit area is found

by integrating the term, (1/2)ρ((δΦw/δx)2 + (δΦw/δz)2), from the free water surface

to the seabed [158]. Using the expressions of the velocity components, δΦw/δx

(2.18) and δΦw/δz (2.19), the integration of the aforementioned term yields [158]:

Ekin =
ρgH2

w

16
. (2.26)
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The time-averaged potential energy, per unit area, is computed [158], as

Epot =

∫ η

0
ρgz dz =

1
2
ρgη2 =

ρgH2
w

16
, (2.27)

where the overbar indicates the time-average operator. The total energy per unit
area is calculated as

Etot = Ekin + Epot =
ρgH2

w

8
, (2.28)

meaning that, in Airy’s theory, Etot/2 = Ekin = Epot. Finally, the time-averaged wave
power per metre of wave crest, transported by an Airy wave, is computed as

Pairy
wave = Etotc

deep
g =

ρg2

32π
H2

wTw, (2.29)

where cdeep
g = cdeep

w /2 is the wave group velocity in deep water.
A full treatment of the derivation of the velocity potential, using Airy’s theory,

is found, for instance, in [159]. Furthermore, a more comprehensive treatment of
the computation of energy and power for a sinusoidal wave can be found in [158].
It should be noted that other wave theories, such as Stokes’ finite amplitude and
Cnoidal wave theories, exist. For the interested reader, a review of the historical
development of wave theories can be found in [160].

2.2.2 Wave-body interactions

For the case of a floating body, such as a WEC, excited by ocean waves, the velocity
potential, which exists under the LPT assumptions introduced in Section 2.2.1,
can be decomposed as

Φf = Φi + Φd + Φr, (2.30)

where Φi, Φd, and Φr are, respectively, the incident, diffracted, and radiated velocity
potentials. In essence, Φi is the velocity potential associated with the undisturbed
incident waves (Equation (2.17)), Φd is the velocity potential due to the waves
which are diffracted around the floating body, and Φr is the velocity potential of
radiated waves, which are waves generated by the motion of the floating body
(if subject to an external force).

In linear WEC modelling, it is assumed that the amplitudes of the incoming
wave, and floating body motion, are small. Furthermore, to obtain Φi, Φd, and Φr, a
set of five boundary conditions, which are schematically represented in Figure 2.13,
are required. In addition to the seabed impermeability condition (2.11) and the
linearised free surface kinematic (2.15), and dynamic (2.16), boundary conditions,
the remaining two boundary conditions are the following:
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Swet

Figure 2.13: Schematic of a floating body with the boundary conditions introduced in
Sections 2.2.1 and 2.2.2. The term S wet indicates the body wetted surface.

BC.4 Similarly to the seabed (2.11), the floating body is also impermeable, meaning

that, at the body surface, the normal component of the fluid velocity with

respect to the body wetted surface (δΦf/δno) must be equal to the velocity of

the body in the same direction (uno)

δΦf

δno
= uno on S wet, (2.31)

where no is a unity vector normal to the wetted surface.

BC.5 The fifth, and last, boundary condition states that, far away from the floating

body, the wave field is identical to the incoming wave field (i.e., the wave field

is undisturbed by the floating body). Therefore, radiation and diffraction waves

fade out as the distance to the floating body increases:

Φrd ≈ 0 as dfb → ∞, (2.32)

where Φrd = Φr + Φd and dfb is the radial distance from the floating body.

In general, as shown in Figure 2.14, a floating body can move in any degree-

of-freedom (DoF), namely surge, sway, heave, roll, pitch, or yaw. According to

Newton’s second law, the equation of motion of a floating body, in the time-domain,

can be written as

Mχ̈(t) =
∑

fk(t), (2.33)

where χ(t) ∈ RnDoF is the position of the floating body, fk(t) ∈ RnDoF are the vectors

of all the forces, and moments, acting on the body, and M ∈ RnDoF×nDoF is the mass
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Surge-1

Heave-3

Roll-4Pitch-5

Yaw-6

Sway-2

Figure 2.14: Schematic of the six degrees-of-freedom of a floating body, with their
corresponding index numbers.

(and inertia) matrix of the floating body, defined as:

M =



m 0 0 0 mzg −myg

0 m 0 −mzg 0 mxg

0 0 m myg −mxg 0
0 −mzg myg I11 I12 I13

mzg 0 −mxg I21 I22 I23

−myg mxg 0 I31 −I32 I33


. (2.34)

In Equation (2.34), m is the mass of the body, Ii j are the inertia moments (if i = j)
and products (if i , j) of the body, and (xg, yg, zg) are the coordinates of the body

gravity centre. Due to the fact that the considered system is linear, the superposition

principle holds and, therefore, the total force acting on the floating body can be

expressed as a sum of different hydrodynamic forces:

Mχ̈(t) = fex(t) + fr(t) + fh(t) + fext(t), (2.35)

where fex(t) is the excitation force due to the incoming waves, fr(t) is the radiation

force (resulting from radiated waves), fh(t) is the hydrostatic restoring force (which

results from the balance between the gravity and buoyancy forces), and fext(t)
represents the sum of all possible external forces. In WEC hydrodynamic modelling,

typical external forces may be the PTO system force (or control force) and, in the

case of a floating WEC, the mooring force.

Alternatively, since the motion of the floating body and ocean waves can be

considered (since the system is linear) harmonic, Equation (2.35) can be also

expressed in the frequency-domain. For a harmonic motion, the position, velocity,

and acceleration of the body can be expressed, respectively, as

χ(t) = ℜ(χ̂e ȷωt), (2.36a)

χ̇(t) = ℜ( ȷωχ̂e ȷωt), (2.36b)

χ̈(t) = ℜ(−ω2χ̂e ȷωt), (2.36c)
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and, furthermore, the velocity potential is also a harmonic function:

Φf(x, y, z, ω, t) = ℜ(Φ̂f(x, y, z, ω)e ȷωt). (2.37)

In Equations (2.36) and (2.37), ȷ indicates the imaginary unit,ℜ refers to the real

part of the argument, e is Euler’s number, and the hat (^) indicates the complex

amplitude of the corresponding variable. Finally, Equation (2.35) is written, in

the frequency-domain, as

MẌ(ω) = Fex(ω) + Fr(ω) + Fh(ω) + Fext(ω). (2.38)

2.2.2.1 Excitation force

In diffraction theory, the excitation force (and excitation moment) acting on the

floating body is a frequency-dependant parameter that depends on the incident and

diffraction potentials. In particular, Fex(ω) is the sum of the (dynamic) Froude-Krylov

force [161], FFK(ω), and diffraction force, Fd(ω), expressed [158] as

Fex(ω) = FFK(ω) + Fd(ω) = ȷωρ
∫

S wet

Φ̂inodS wet + ȷωρ

∫
S wet

Φ̂dnodS wet =

= ȷωρ

∫
S wet

(Φ̂i + Φ̂d)nodS wet,

(2.39)

where the diffraction potential is obtained by solving a BVP, known as the diffraction

problem. The diffraction problem is formulated, for a fixed body (i.e., a body for

which Φ̂r = 0), by applying the impermeability condition on S wet (2.31), such as

−
δΦ̂d

δno
=
δΦ̂i

δno
on S wet. (2.40)

Additionally, Fex(ω) can be also expressed as a function of the incident waves, as

Fex(ω) = Aw(ω)F̂ex(ω), (2.41)

where F̂ex(ω) is the vector of the complex amplitudes of Fex(ω).
It should be noted that, in addition to diffraction theory, other theories for

computing Fex exist. For instance, in Froude-Krylov theory, the effect of the diffraction

potential in Equation (2.39) is neglected, meaning that no diffraction takes place or,

alternatively, that the floating body does not interfere with the wave field.
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2.2.2.2 Radiation force

Similarly to the case of the diffraction problem, another BVP, known as the radiation
problem, has to be solved to find Φ̂r and, hence, Fr. Since the problem is assumed
to be linear and, therefore, the superposition principle holds, the radiation problem
can be formulated in the absence of incident waves. The radiation potential must
satisfy the boundary condition (2.31) while the body oscillates in any DoF. Therefore,
Φ̂r(ω) can be written [158], as

Φ̂r(ω) = ȷω
nDoF∑
i=1

χ̂iϕri , (2.42)

where ϕri , which is the solution of radiation problem, is the unit-amplitude radiation
potential due to the i-th mode of motion. In general, each mode of motion of the
floating body may generate radiated waves and, hence, a radiation force is defined
for each mode. The radiation force for the i-th mode of motion is expressed [158], as

Fri(ω) = −ω2ρ

∫
S wet

nDoF∑
j=1

(X j(ω)ϕr j) noidS wet. (2.43)

Alternatively, using an electrical/mechanical analogy, Fri(ω) can be also specified as

Fri(ω) = − ȷω
nDoF∑
j=1

Zri j(ω)X j(ω), (2.44)

where Zri j(ω) is an element of the radiation impedance matrix, Zr(ω) ∈ RnDoF×nDoF , de-
fined as

Zr(ω) = B(ω) + ȷωA(ω). (2.45)

In Equation (2.45), the frequency-dependant matrices B(ω) ∈ RnDoF×nDoF and A(ω) ∈
RnDoF×nDoF are known, respectively, as the radiation damping (the real part of Zr) and
the added mass (the imaginary part of Zr). Finally, Fr can be written [158], as

Fr(ω) = −Zr(ω)Ẋ(ω) = −(B(ω) + ȷωA(ω))Ẋ(ω). (2.46)

2.2.2.3 Hydrostatic force

The hydrostatic (restoring) force, or static Froude-Krylov force [161], which is due
to the variation in the mass of water displaced by the floating body, is obtained by
integrating the hydrostatic pressure over the instantaneous wetted surface. However,
due to the assumption of small body motion, S wet does not vary and, therefore, Fh

is linear and proportional to the body displacement as

Fh = −Ch X(ω), (2.47)

where Ch ∈ R
nDoF×nDoF is the hydrostatic stiffness matrix.



44 2.2. Linear hydrodynamic modelling

2.2.2.4 Force-to-velocity frequency response

If Equations (2.41), (2.46), and (2.47) are replaced in Equation (2.38), the frequency-

domain model for a multiple-DoF floating body can be specified as

Ẋ(ω) = (Fex + Fext) Hf2v(ω), (2.48)

where Hf2v(ω) ∈ RnDoF×nDoF is the force-to-velocity frequency response, defined as

Hf2v(ω) =
[
Ch

ȷω
+ ȷω(M + A(ω)) + B(ω)

]−1

. (2.49)

The diagonal terms of Hf2v(ω) model the force-to-velocity response of each DoF,

while the off-diagonal terms describe the interactions between different DoFs.

Typically, WECs significantly move in a limited number of DoFs and, therefore,

Hf2v(ω) can be simplified according to the specific case.

The frequency-dependant parameters (i.e., F̂ex(ω), A(ω), and B(ω)), for a

desired frequency range, and Ch, can be numerically computed using a boundary

element method (BEM) solver. For instance, Figure 2.15 shows the frequency-

dependant parameters for the heave mode of a 288 mm wide OWC [105], computed

with the WAMIT software. The atypical trend of A(ω) in Figure 2.15(c) is explained

in Section 2.2.3. BEM solvers are based on the so-called ‘panel method’5 (see, for

instance, [162]), initially developed in the 60s as a low order method for solving

incompressible and subsonic flows [163]. Traditional BEM solvers for linear WEC

modelling include frequency-domain solvers, for instance WAMIT (commercial) [164],

Aqwa (commercial) [165], and NEMOH (open source) [166], as well as time-domain

solvers, such as ACHIL3D (commercial) [167].

2.2.3 Cummins’ equation

The time-domain equivalent of Equation (2.48), first introduced by Cummins in

1962 [168], can be expressed as

(M + A∞)χ̈(t) = −Chχ(t) −
∫ t

−∞

kr(t − τ)χ̇(τ)dτ + fext(t) + fex(t), (2.50)

where A∞ = A(ω)|ω→∞ is the (constant) value of the added mass at infinite frequency,

kr ∈ R
nDoF×nDoF is the radiation force kernel, and fex is written as

fex(t) =
∫ ∞

−∞

kex(t − τ)η(τ)dt, (2.51)

5Panel methods use Green’s third theorem, or identity, to transform the flow problem into a
problem of doublet (i.e., source-sink) distribution on the body surface [162].
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(a) Radiation damping. (b) Magnitude of the excitation force coefficient.

(c) Added mass before and after reconstruction. (d) Angle of the excitation force coefficient.

Figure 2.15: Hydrodynamic coefficients for the heave mode of a 288 mm wide OWC. A full
description of the considered OWC geometry is given in [105].

where kex ∈ R
nDoF×nDoF is the excitation force kernel, computed as the inverse Fourier

transform of F̂ex(ω). The excitation and radiation force kernels of the heave mode
for a 288 mm wide OWC are shown in Figure 2.16. Furthermore, A(ω), B(ω),
and kr(t) are related to each other through the Ogilvie’s relations [169], from the
frequency to the time-domain, as

kr(t) =
2
π

∫ ∞

0
B(ω)cos(ωt)dω, (2.52)

and, from the time to the frequency-domain, as

B(ω) = ω
∫ ∞

0
kr(t)cos(ωt)dt (2.53a)

A(ω) = A∞ −
1
ω

∫ ∞

0
kr(t)sin(ωt)dt. (2.53b)

As shown in Figure 2.15(c), BEM solvers typically fail in reproducing the
expected behaviour of the OWC added mass. Indeed, although the value of
A∞ returned by WAMIT, for the OWC considered in Figure 2.15, is 26.4 kg, the
asymptotic trend is not correctly represented. However, since the OWC radiation
damping can be proved to be trustworthy6, one can ‘reconstruct’ the added mass,
through the Ogilvie’s relations (2.55), using B(ω) [105].

6The value of B(ω) from WAMIT is compared to the analytical solution for the B(ω) of a water
column presented in [81].
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(a) Kernel of the radiation force. (b) Kernel of the excitation force.

Figure 2.16: Radiation and excitation force kernels for the heave mode of a 288 mm wide
OWC. A full description of the considered OWC geometry is given in [105].

It should be noted that, as suggested by the upper integration limit (i.e., ∞) in

Equation (2.51), fex is noncausal, meaning that the wave excitation force acting on

a floating body depends on both past, and future, values of the FSE [170]. The

noncausality of fex is due to the fact that, when an ocean wave is propagating

towards a floating body, the pressure field around the body starts varying before

the wave hits the body. Therefore, the body can somewhat perceive the presence

of the incoming excitation wave in advance [171].

2.2.3.1 Radiation convolution approximation

The radiation convolution term, or memory term, in Equation (2.50) models the fluid

memory effect associated with the wave radiation phenomenon [158]. Since the

direct computation of the radiation convolution term requires an excessively high

computational burden, the convolution term is typically approximated, using a model

reduction technique, with a suitable linear time invariant (LTI) system [172, 173].

The LTI system that approximates the convolution term can be defined, using a

state space representation (SSR), as

ẋr(t) = Arxr(t) + Brχ̇(t) (2.54a)

yr(t) = Crxr(t) ≈
∫ t

−∞

kr(t − τ)χ̇(τ)dτ, (2.54b)

where xr ∈ R
nr is the state vector of the radiation convolution SSR, yr(t) ∈ RnDoF is the

approximated convolution integral term (which is also the output of the LTI system),

and the matrices (or parameters) Ar ∈ R
nr×nr , Br ∈ R

nr×nDoF , and Cr ∈ R
nDoF×nr can

be obtained with a number of methods available in the literature. Such methods

use either frequency-domain [174], or time-domain (such as BEMIO7 [176] and

7BEMIO (Boundary Element Method Input/Output) is a utility used within the WEC motion
simulator WEC-Sim [175].
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Prony’s method [177]), identification techniques to obtain Ar, Br, and Cr. In the

time-domain and frequency-domain identification methods, the matrices in Equation

(2.54) are identified using, respectively, kr(t) and Zr(ω) (therefore, A(ω) and B(ω)).
Finally, in more recent years, an identification technique based on model order

reduction by moment-matching (MM) has also emerged [178]. Similarly to the

frequency-domain identification approach, the MM-based identification method also

uses frequency domain-data (i.e., A(ω) and B(ω)).

2.2.3.2 WEC state-space representation

The radiation convolution approximation (2.54) allows to model the WEC dynamic

(2.50), for any number of DoFs, using a SSR as

ẋ(t) = Assrx(t) + Bssr f (t) (2.55a)

y(t) = Cssrx(t) + Dssr f (t), (2.55b)

where x(t) =
[
χ(t) χ̇(t) xr(t)

]⊺
∈ Rnssr , f (t) =

[
fex(t) fext(t)

]⊺
∈ Rpssr , y(t) =[

χ(t) χ̇(t) χ̈(t)
]⊺
∈ Rqssr , and the matrices Assr ∈ R

nssr×nssr , Bssr ∈ R
nssr×pssr , Cssr ∈

Rqssr×nssr , and Dssr ∈ R
qssr×pssr are given by

Assr =

 0 InDoF 0
−M∗S h 0 −M∗Cr

0 Br Ar

 , Bssr =

 0 0
M∗ M∗

0 0

 ,
Cssr =

 InDoF 0 0
0 InDoF 0

−M∗S h 0 −M∗Cr

 and Dssr =

 0 0
0 0

M∗ M∗

 ,
(2.56)

where M∗ = (M+A∞)−1, nssr = 2nDoF+nr, pssr = 2nDoF, and qssr = 3nDoF. Furthermore,

the term InDoF indicates an identity matrix of size nDoF, and the symbol 0 denotes

any zero element dimensioned according to the context.

It should be noted that the general formulation in Equation (2.55) can be adapted

depending on the specific case (i.e., number of modelled DoFs, dimension of the

parametric SSR for approximating the radiation convolution (2.54), and different

external forces acting on the system). Furthermore, although the formulation in

Equation (2.55) considers, as outputs, position, velocity, and acceleration of the

WEC, it is also possible to consider only some of them (e.g., velocity only).
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2.2.4 Ocean wave spectra

The (deterministic) regular waves presented in Equation (2.14) do not provide a

realistic description of the real ocean waves. Real ocean waves, which have a

stochastic nature, are better approximated by irregular waves. Irregular waves

are typically generated considering a wave spectral density function (SDF), which

represents a sea state (SS) in terms of wave energy distribution as a function of

frequency. In the literature, several wave spectral models, derived from empirical

measurements and physical considerations, have been proposed. Among such

wave spectra, the most widely adopted SDFs are the Bretschneider spectrum, for

developing seas [179], the JONSWAP8 spectrum, for wind-generated seas with

fetch limitations [180], and the Pierson-Moskowitz spectrum, for fully-developed

seas [181]. For instance, Figure 2.17 shows how the JONSWAP spectrum varies

when changing (a) the peak period, Tp, (b) the significant wave height, Hs, and (c)

the peak-shape parameter, γJ, which are the three parameters that characterise

the JONSWAP spectrum, written [180] as:

S J(ω) =
αsg2

ω5 e−
5
4 (ωp
ω )4

γrs(ω)
J (2.57)

where rs(ω) = e
−

(ω−ωp)2

2σ2
sω

2
p , ωp =

2π
Tp

, αs, and σs are constant values determined using

data collected during the JONSWAP experiment [180]. The statistical parameter

s

s

s

(a) Hs =2 m and γJ = 3.3.

m

m

m

(b) Tp =10 s and γJ = 3.3. (c) Tp =10 s and Hs =2 m.

Figure 2.17: Examples of JONSWAP SDFs with varying parameters (a) Tp, (b) Hs, and (c)
γJ.

Hs is defined as the average of the one-third highest waves in a wave train record,

while Tp is the period in a spectrum with the maximum energy. Similarly to Airy’s

8JONSWAP (Joint North Sea Wave Observation Project).
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waves, for a given wave spectrum, the time-averaged wave power per metre of

wave crest is computed [158], as

P̄wave =
ρg2

64π
H2

s Te, (2.58)

where Te is the energy period, defined as the wave period corresponding to the

weighted average of the wave energy in a spectrum.

To generate a wave time series realization, with the statistical properties of a

target SDF, different methods can be employed. A well-known method, also used

in this thesis, for generating an irregular wave time series is that of approximating

irregular waves with a linear superposition of harmonic waves of different random

frequencies, amplitudes, and phases [182]. Another popular approach, is to

calculate the inverse Fourier transform, F −1, of S wn(ω)S (ω), as

η(t) = F −1{S wn(ω)S (ω)}, (2.59)

where S wn(ω) and S (ω) are, respectively, the power spectral densities of a white

noise input signal and the wave (e.g., a JONSWAP SDF).

Figure 2.18: Example of a wave elevation time series generated from a JONSWAP SDF
with Tp =10 s, Hs =2 m, and γJ = 3.3.

By way of example, Figure 2.18 shows an irregular wave elevation η time series,

which is generated using the linear superposition method [182] from a JONSWAP

SDF with Tp =10 s, Hs =2 m, and γ = 3.3.

2.3 Summary

In this chapter, an overview on OWC systems (Section 2.1) and an introduction to

linear hydrodynamic modelling (Section 2.2) have been provided. In particular, the

operating principle, main advantages/disadvantages, historical development, and

PTO components of OWC WECs have been presented. Furthermore, under LWT
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assumptions, the linear Cummins’ equation modelling the wave-body interactions

in 6 DoFs has been derived. In Section 3.1, the linear Cummins’ equation will be

specified for the particular case of an OWC WEC.

Apart from the linear Cummins’ equation and high-fidelity nonlinear models

based on the Navier-Stokes equations, WEC hydrodynamic models with different

shades of nonlinearity have also emerged. A review on nonlinear WEC hydrody-

namic modelling can be found in [156].
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What you do makes a difference, and you have to
decide what kind of difference you want to make.

— Jane Goodall.

3
Oscillating water column modelling from

first principles
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This chapter presents a unbiased W2W model from first principles, or physics-

based model (PBM), for a generic fixed OWC WEC. In PBMs, the OWC subsystems,

namely the hydrodynamic part, air chamber, and PTO, are modelled utilising physical

principles. Arguably, the main advantage of PBMs is that the mathematical model

retains, to some extent, knowledge of the real physical process. Additionally, from

an OWC control perspective, PBMs are attractive since it is relatively easy to assess

the impact of a control action on the performance of each OWC subsystem. In

contrast with PBMs, physical knowledge of the system is totally, or marginally,

55
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lost if using data-based models, although the modelling process is potentially

less laborious (further discussed in Section 4).

Figure 3.1 shows the schematic of the W2W power flow for an OWC WEC. In

particular, the typical components of an OWC device, and the physical variables

involved at each step of the energy conversion chain, are specified. Furthermore, the

red ovals indicate possible manipulated inputs that may be used in a control strategy.

3.1 Hydrodynamic modelling

As already mentioned in Section 2.2, WEC hydrodynamic modelling is based

on LWT. In particular, the OWC hydrodynamic part can be modelled using two

related physics-based modelling approaches (schematically shown in Figure 3.2),

namely a) the piston model, which is presented in this section, and b) the uniform

pressure model. In this thesis, the piston model is used when designing OWC

control strategies (Chapters 6, 7, and 8), since it provides a relatively accurate

and computationally efficient mathematical model for the considered OWC device

(i.e., the Mutriku OWC) [183].

Figure 3.2: Schematics of the a) piston and b) uniform pressure models. Source: [66].

Due to its close relationship with the piston model, and for the sake of com-

pleteness, the uniform pressure model is briefly presented in Appendix A. A full

treatment of the uniform pressure model, also known as the admittance approach,

can be found in [158].
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3.1.1 Frequency-domain hydrodynamic model

In the piston model, first proposed by Evans [81], the surface of the water column

is treated as a neutrally buoyant massless piston which solely displaces in the

vertical direction (i.e., heave mode only). The buoyant piston is characterised

by frequency dependant hydrodynamic parameters, namely added mass, Ap(ω),
radiation damping, Bp(ω), and excitation force, Fex(ω), which are computed either

experimentally [184] or numerically [105] using a BEM solver (which solves the BVP

detailed in Section 2.2). For instance, Figure 3.3 shows the frequency dependant

hydrodynamic parameters characterising the buoyant piston for one of the OWC

chambers at Mutriku facility. The piston model is a suitable modelling approach if

the OWC chamber dimensions are small compared to the typical wavelengths of

the incoming ocean waves [66], which is not an unrealistic scenario for many OWCs

under normal energy harvesting conditions. For smaller wavelengths, the water

column stops behaving like a buoyant piston and other modes of motion [185], such

as sloshing [186], may appear. However, OWC wave power capture is primarily

affected by the heave mode of the water column [184] and, therefore, other modes

of motions are often neglected to avoid needless modelling complexity.

Ultimately, the OWC piston model, in the frequency domain, is derived by

specifying the generic hydrodynamic model in Equation (2.48) for a heaving water

column (i.e., a water column moving in heave mode only). Therefore, the equation

of motion of the water column, subject to harmonic excitation at a frequency ω,

may be written [184], as[
ȷ
(
ω(mp + Ap(ω)) −

Ch

ω

)
+ Bp(ω)

]
v̂ = −∆ p̂ S owc + Fex(ω), (3.1)

where mp is the water piston mass, Ch = ρwgS owc denotes the hydrostatic stiffness,

S owc is the cross-sectional area of the water column, and ρw is the water density.

Furthermore, Ap and Bp are the added mass and radiation damping associated with

the heave mode of the water piston, respectively. Finally, v̂ and ∆p̂ are the complex

amplitudes of the OWC vertical velocity and the pressure difference between the

air chamber and the atmosphere, respectively, such that v(t) = ℜ(v̂ e ȷωt) and

∆p(t) = ℜ(∆p̂ e ȷωt). In Equation (3.1), the term ∆p̂S owc represents the external

force acting on the water column, namely the force resulting from the chamber

pressure difference.
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Figure 3.3: Frequency dependant hydrodynamic parameters for the Mutriku OWC: (a)
Added mass, Ap(ω), and radiation damping, Bp(ω); (b) magnitude of the excitation force
coefficient, |F̂ex(ω)|, and phase of the excitation force coefficient, ∠F̂ex(ω).

3.1.2 Time-domain hydrodynamic model

The time-domain equivalent of Equation (3.1) is essentially the classic Cummins’
equation (2.50), specified for a heaving water column [81]:

mpv̇ = −ρwgS owcz − S owc∆p + fex − fr

ż = v,
(3.2)

where z is the OWC vertical position (positive upward), ∆p = pc − p0, pc is the
air chamber pressure, and p0 is standard atmospheric pressure. Finally, the
radiation force is defined [168] as

fr = A∞p v̇ +
∫ t

−∞

kr(t − τ) v(τ) dτ, (3.3)

where A∞p is the value of Ap at infinite frequency and the kernel, kr, is the piston
impulse response function computed from the OWC radiation damping, Bp(ω),
using the Ogilvie’s relations (2.52).

3.2 Air chamber modelling

3.2.1 Time-domain air chamber model

For a fixed OWC with an air turbine and a bypass valve (which is a control
valve in parallel with the turbine), the mass balance in the pneumatic chamber
is expressed [51] as

d (ρcVc)
dt

= −wturb − wbypass, (3.4)
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where ρc is the air density in the chamber, Vc = V0 − S owcz is the air chamber

volume, and V0 is the chamber volume in still water conditions. On the right side of

Equation (3.4), wturb and wbypass are the turbine and bypass valve mass flow rates

(both positive for outward airflow), respectively. Furthermore, wbypass is a function of

the bypass valve relative position, 0 ≤ ubypass ≤ 1, and ∆p, such that

wbypass

(
∆p, ubypass

)
= sgn(∆p) Cd

(
ubypass

)
Abypass

√
2ρair|∆p|, (3.5)

where Cd

(
ubypass

)
is the discharge coefficient, Abypass is the bypass valve area and

the operator ‘sgn’ indicates the signum function. The air density (at the bypass

valve inlet) is computed as

ρair = max(ρc, ρ0), (3.6)

where ρ0 is the air atmospheric density. Assuming that the air behaves as an ideal

gas, the air compression/expansion process is modelled as an isentropic process

[72] and, therefore, ρc is computed as

ρc = ρ0

(
pc

p0

)1/γ

, (3.7)

where γ is the air specific heat ratio. By substituting Equation (3.7) in Equation (3.4),

and after some straightforward manipulation, the air mass balance in the pneumatic

chamber becomes

ṗc

pc
= −γ

(
V̇c

Vc
+

wturb + wbypass

mc

)
, (3.8)

where mc = ρcVc is the instantaneous air mass inside the chamber.

Finally, the pneumatic power available to the turbine is computed as Ppneu =

qturb ∆p, while the pneumatic power dissipated through the bypass valve is calculated

as Pbypass = qbypass ∆p. The variables qturb = wturb/ρair and qbypass = wbypass/ρair are the

turbine and bypass valve volumetric flow rates, respectively.

3.2.2 Frequency-domain air chamber model

To derive the frequency-domain air chamber model, Equation (3.8) is linearized,

considering the following three assumptions: (i) If compared to the atmospheric

pressure, the magnitude of the pressure oscillations inside the air chamber is

negligible, then pc + p0 ≈ p0; (ii) since wbypass is a nonlinear function of ∆p and

ubypass, the bypass valve cannot be included in a frequency-domain formulation and,

consequently, wbypass := 0; and (iii) wturb is linearly related to ∆p, as:

∆p = ζwturb, (3.9)
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where ζ is the turbine damping, further discussed in Section 3.3. As a consequence

of assumption (i), ρc ≈ ρ0 (i.e., the air compressibility effect in the pneumatic

chamber is negligible) and, furthermore, Vc ≈ V0. Using the aforementioned

assumptions, the linearisation of Equation (3.4) yields:

V0

γp0
ṗc +

∆p
ρ0ζ
= −V̇c. (3.10)

The rate of change of air volume, V̇c, is computed from the frequency-domain

hydrodynamic model (3.1), as

−V̇c = S owcℜ(v̂e ȷωt). (3.11)

It should be noted that, due to assumption (iii), the linearised chamber equa-

tion (3.10) is only valid for an air turbine having ζ = constant. Such turbine damping

is relevant only for a specific type of turbine, namely a Wells turbine, operating

at constant speed. However, due to the reciprocating nature of the ocean waves,

variable speed control strategies are required to efficiently operate the air turbine

for different chamber pressure levels [51]. In this thesis, only variable speed

control strategies are considered and, therefore, the time-domain description in

Equations (3.2) and (3.8) is used.

3.3 PTO modelling

The PTO system dynamics are modelled [56] as

d
dt

(
1
2

IΩ2
)
= Pturb − TctrlΩ − Pfr, (3.12)

where

Pfr = (Ta + Tr)Ω. (3.13)

In Equations (3.12) and (3.13), Ω is the turbine rotational speed, I is the inertial

moment of the rotating parts, Tctrl is the generator control torque, Pturb is the turbine

mechanical power, and Pfr indicates the bearing viscous friction loss due to radial

and axial loads. The radial load, Tr (∼ constant), which is due to the weight of the

rotating parts, can be experimentally computed from a rotational speed decay test

with Tctrl = wturb = 0 [187]. For a given turbine geometry, the axial load, Ta, which

is produced by the aerodynamic forces on the turbine rotor, is a function of wturb.

Assuming incompressible and irrotational airflow, Ta can be estimated using the

‘two-dimensional cascade of blades’ approach (a well-known aerodynamic design

tool for turbomachines [188]) as shown, for example, in [187].
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In the OWC PTO, the bearing friction losses are typically negligible compared

to the aerodynamic losses in the air turbine [187], which are about two orders of

magnitude larger than Pfr. Therefore, in this thesis, only aerodynamic losses are

considered (in the turbine model), while bearing friction losses are neglected.

3.3.1 Air turbine model

Under design operating conditions, i.e., large Reynolds (Re = Ωd2
r /νair > 106) and

low Mach (Ma = Ωdr0.5/cair < 0.3) numbers at the turbine blade tips, a dimension-

less air turbine model can be derived using the Buckingham Pi Theorem1 [188], as:

Φ = fΦ(Ψ, uhsv/throttle, upitch), Π = fΠ(Ψ, uhsv/throttle, upitch), (3.14)

where

Φ =
wturb

ρairΩ d3
r
, Π =

Pturb

ρairΩ3 d5
r
, Ψ =

∆p
ρairΩ2 d2

r
. (3.15)

In Equations (3.14) and (3.15), Φ is the dimensionless air mass flow rate, Π is

the dimensionless turbine power, Ψ is the dimensionless pressure head, dr is the

turbine rotor diameter, and ρair = min(ρc, ρ0) is the air density at the turbine inlet. The

manipulated inputs upitch and 0 ≤ uhsv/throttle ≤ 1 are, respectively, the pitch angle of

rotor/stator blades and the relative position of a valve in series with the turbine. Such

a valve is either a standard (i.e., butterfly) throttle valve or, for the biradial turbine only,

a high-speed valve (HSV). Furthermore, νair is the air dynamic viscosity and cair is

the air speed of sound at the turbine inlet. Finally, the turbine efficiency is defined as

ηturb(Ψ, uhsv/throttle, upitch) =
Pturb

Ppneu
=

fΠ(Ψ, uhsv/throttle, upitch)
Ψ fΦ(Ψ, uhsv/throttle, upitch)

. (3.16)

By way of example, the dimensionless functions fΦ, fΠ, and ηturb, for the Wells

turbine and biradial turbine installed at the Mutriku facility, are shown in Figure 3.4.

Figure 3.4 also shows Ψmep and Ψstall which are, respectively, Ψ at the turbine

maximum efficiency point (MEP), and Ψ at the limit of the Wells turbine stall region.

Furthermore, for each turbine, Figure 3.5 shows ηturb as a function of ∆p and

Ω. Figures 3.4 and 3.5 highlight two important turbine-related issues, already

mentioned in Section 2.1.3. Firstly, the operational range of the Wells turbine in

terms of Ψ (Figure 3.4), or, equivalently, in terms of ∆p and Ω (Figure 3.5), is narrow

compared to the biradial turbine operational range. Secondly, in contrast to the

biradial turbine, the Wells turbine has a hard stall condition for Ψ ≥ Ψstall.
1The Buckingham Pi Theorem states that for any physical process described by n variables, if

k < n is the minimum number of independent variables required to fully characterize the process,
then the physical process can be described using n − k dimensionless functions.
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Figure 3.4: Dimensionless models of the (a) Wells turbine and (b) biradial turbine at
Mutriku OWC. The figure shows the turbine efficiency, ηturb, dimensionless flow rate, Φ,
and dimensionless power, Π, as functions of the dimensionless pressure head, Ψ. Figure
adapted from [51].

The dimensionless approach, which is a standard modelling method used in

turbomachinery, is particularly convenient for a number of reasons. In the first

place, the dimensionless model is solely a function of the turbine geometry (e.g.,

solidity, type of turbine, number of rotor blades,. . . ), meaning that, for a given turbine

geometry, the dimensionless turbine model remains unchanged for any value of

dr. Secondly, the dimensionless approach provides a suitable turbine description,

while avoiding modelling the aerodynamic forces on the turbine blades. Accurate

modelling of the aerodynamic forces is difficult and does not provide any additional

useful information from a control perspective [66]. Finally, in the dimensionless

description, the turbine power and turbine efficiency are expressed as functions of

a single variable (Ψ) rather than two variables (Ω and ∆p).

Figure 3.5: Turbine efficiency, ηturb, as a function of ∆p and Ω, for the (a) Wells turbine and
(b) biradial turbine at Mutriku OWC.
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It should be noted that the model in Equations (3.14) and (3.15), which is used in
this thesis, is not the only possible turbine dimensionless description. In Appendix A,
an alternative dimensionless turbine model, first proposed by Maeda [189], is
reported. However, Maeda’s formulation requires knowledge of the axial airflow
velocity, which is difficult to measure without intrusive probes.

3.3.2 Hydrodynamic/aerodynamic interaction model

Hydrodynamic/aerodynamic interaction, namely the effect of the turbine on the
hydrodynamic part, depends on the turbine damping characteristics. Turbine
damping, defined as the ratio ζ = ∆p/wturb, is generally not constant and is
usually a function of Ω.

3.3.2.1 Wells turbines

For a Wells turbine, the relationship between Ψ and Φ is linear [66]:

Ψ = κwΦ, (3.17)

where κw is a constant that depends on the Wells turbine geometry, but not on
its size (i.e., dr). By substituting the definitions of Φ and Ψ (Equation (3.15)) into
Equation (3.17), the following relationship is obtained

wturb =
dr

κwΩ
∆p = ζw∆p, (3.18)

where ζw is the Wells turbine damping. It should be noted that ζw is a function
of Ω, meaning that the OWC hydrodynamic performance is influenced by the
turbine rotational speed.

3.3.2.2 Impulse-like turbines

In axial-flow impulse [66] and biradial turbines [110], the relationships between
Ψ and Φ are, respectively,

Ψ = κiΦ
2, (3.19)

and
Ψ = κbΦ

5/3, (3.20)

where κi and κb are turbine geometric constants. Similarly to the Wells turbine case,
the turbine damping of the axial-flow impulse and biradial turbines are written,
respectively, as

ζi =
d4

r ρair

κi
, (3.21)



3. Oscillating water column modelling from first principles 65

and

ζb =
1

κ3/5b

(
d9/5

r

Ω1/5

) (
ρair

∆p

)2/5

. (3.22)

Therefore, for a biradial turbine, ζb only marginally depends on Ω, meaning that

the wave-to-pneumatic energy conversion process is not significantly affected by Ω.

Furthermore, since ζi is not a function of Ω, the axial-flow impulse turbine rotational

speed does not influence the OWC hydrodynamic behaviour.

Figure 3.6 shows the relationship between ∆p and wturb, as Ω varies within

a typical range of values, for different turbines. The larger shaded area of the

Wells turbine, if compared to the other air turbines, indicates the greater impact

of Ω on the hydrodynamic efficiency.

Figure 3.6: Turbine damping characteristics for two turbines. Relationship between the
pressure difference, ∆p, and the air mass flow rate, wturb, as Ω changes, for a Wells turbine,
an axial-flow impulse turbine, and a biradial turbine. Figure adapted from [56].

3.3.3 Electric generator model

As already mentioned in Section 2.1.3, suitable electric generators for OWC WECs

are typically the DFIGs, SCIGs, and PMGs [68]. For instance, the PMG model in
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the direct-quadrature (d-q) frame is specified [190], as

did

dt
= −

Rd

Ld
id + ωeiq +

1
Ld

vd

diq

dt
= −

Rq

Lq
iq − ωeid −

λpmωe

Lq
+

1
Lq

vq

(3.23)

and

Tctrl =
3
4

Ngen
p (iqλ − iqid(Ld − Lq)), (3.24)

where id (iq), vd (vq), Ld (Lq), and Rd (Rq) are, respectively, the stator current, stator

voltage, stator inductance, and stator resistance in the d-q frame. Furthermore,

ωe = (ΩNgen
p )/2, Ngen

p , and λpm are, respectively, the generator electric angular

frequency, the number of poles, and the rotor permanent magnet flux. Finally, the

generator active (real) power is written as

Pelec =
3
2

(vdid + vqiq) − (Rqi2
q + Rdi2

d)︸         ︷︷         ︸
copper losses

. (3.25)

The mathematical models for DFIGs and SCIGs can be found in [191].

3.4 Summary

In this chapter, a W2W model of a fixed OWC WEC, which is potentially suitable

for model-based control applications, being relatively computationally simple and

valid under typical controlled operating conditions, is presented. Furthermore, the

assumptions under which the W2W model is valid, and the main simplifications

considered in this thesis, are explained. Ultimately, in this thesis, since the system

model is primarily used for designing control strategies (Chapters 6 and 7), the

selected OWC W2W model should be as suitable as possible for control synthesis.

In addition to the linear hydrodynamic modelling assumptions presented in

Section 2.2, the main modelling assumptions introduced in this chapter are: (i)

The water column is modelled (Equation (3.2)) as a massless buoyant piston of

infinitesimal thickness; (ii) the air compression/expansion process, described in

Equation (3.7), is an isentropic process; (iii) the turbine dimensionless model

presented in Equations (3.14) and (3.15), is valid for high Reynolds and low

Mach numbers.

It should be noted that the mathematical model presented in this chapter can

be also easily extended to floating OWCs since, apart from the hydrodynamic part,

the model equations do not change. For the hydrodynamic model of a floating

OWC, two coupled Cummins’ equations are used to describe the dynamics of
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two distinct floating bodies, namely the water column and the device hull. The

hydrodynamic model of a floating OWC is found, for example, in [87]. Experimental

validation of of the hydrodynamic and air chamber models are found, for instance,

in [105, 184, 192] , while the turbine model and generator model validations may

be found, respectively, in [193, 194] and [195].
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This chapter focuses on data-based, or system identification (SI), hydrodynamic

modelling for OWC WECs. Data-based modelling techniques represent an al-

ternative strategy to provide the OWC hydrodynamic model, compared to the

physics-based modelling approach detailed in Section 3.1. In the current study,

some experimental data gathered at the narrow tank, or wave flume, of Dundalk

Institute of Technology (DkIT) are used to provide some frequency-domain, linear

time-domain, and nonlinear time-domain SI hydrodynamic models for a scaled OWC

chamber. In the literature, OWC hydrodynamic modelling has already been the

subject of a number of studies [192, 184, 196, 197], which typically adopt either

linear BEM models or a CFD-based approach. However, linear BEM models may be

not ideal for OWC hydrodynamic modelling [198], while CFD may be too complicated

69
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for many practical purposes, such as real-time control. The SI models presented

in this chapter, which are naturally validated against data gathered from the real

system, offer the possibility of obtaining linear hydrodynamic models without making

the assumption of small motion around the equilibrium point (Section 4.2.3.1) and,

additionally, capturing nonlinear effects with fast computation (Section 4.2.3.2).

The reminder of this chapter is organised as follows. In Section 4.1, the

motivation for considering SI hydrodynamic modelling for OWCs is further explained

and an introduction to data-based modelling, with a focus on WEC SI modelling, is

provided. Section 4.2 details the SI hydrodynamic modelling approach devised for

the DkIT OWC. More specifically, frequency-domain and time-domain SI modelling

are discussed in Sections 4.2.2 and 4.2.3, respectively. Finally, some concluding

remarks are given in Section 4.3.

4.1 Motivation and background

As already mentioned in Chapter 1, in addition to high CapEx and OpEx, the

commercial viability of OWCs is also currently hindered by the lack of efficient

control strategies. To this end, it is imperative to note that the control problem

is intrinsically characterized by modelling-related assumptions and requirements

[199]. In addition to model determination from first principles, SI techniques [200]

represent an alternative strategy to provide linear, and nonlinear, WEC models [201].

On one side, the relative simplicity of linear SI models including, but not limited to,

their suitability as a platform for model-based control, is appealing. On the other

side, nonlinear SI models can be more accurate and have, depending on the data

space on which the model is determined, broader validity. Another key advantage

of linear data-based WEC models is that, if suitable input data are employed to

identify the model, they are potentially more representative of a wider operational

range [202] than those derived from first principles using LWT, which assumes small

displacements around an equilibrium point (typically the SWL).

4.1.1 Introduction to system identification

The term ‘system identification’ was arguably coined by Lotfi A. Zadeh, in 1956, in a

paper in which the identification problem for a type of nonlinear transducer, used in

signal transmission and communication engineering, was addressed [203].

System identification is a data-based modelling procedure in which the parame-

ters of the model are identified from input/output data by minimizing a cost function,

usually related to the model fidelity. Depending on the specific parameterisation, SI
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models can be linear or nonlinear [204]. Furthermore, SI parametric models can be

exclusively based on data (black-box SI models), or else can incorporate, up to a

customisable extent, some physics-based information (grey-box SI models) [205].

In either case, a suitable model structure, and a criterion of fitting (CoF), which is

required in order to evaluate the performance of the model, have to be selected

[200]. The model parameters are then identified by feeding a numerical optimisation

algorithm with training, or identification, data. Finally, the identified model is validated

against a separate set of validation data, meaning that the capacity of the model

to predict the behaviour of the system, while working with a different data set, is

assessed. It should be noted that the identification/validation data sets can be either

time-domain data sets, used for time-domain identification techniques, or frequency-

domain data sets, employed in frequency-domain SI approaches. A generic SI

modelling procedure is schematically summarized by the loop shown in Figure 4.1.

It is important to keep in mind that the validation data must be different from

those used for the identification, but must also belong to the same operational space

of the identification data. Additionally, the choice of a suitable input signal is essential

for the parametric model to be representative over the desired range of operating

conditions. More specifically, the range of amplitudes, and frequencies, of the

input signals employed in the identification phase should correspond to the range of

(equivalent) amplitudes, and frequencies, over which model validity is required [201].

4.1.2 Data-based modelling in wave energy

Although the use of SI in wave energy is relatively recent [206], a significant number

of papers concerning WEC data-based modelling, primarily for HPA WECs [206],

has rapidly emerged over the last ten years [202, 201, 204, 207, 208, 209, 210, 211].

In two joint publications [201, 204], a wave-to-position model and a force-to-

position model (with the force being the PTO force) for a HPA WEC are identified

using three discrete time parametric structures. The identification/validation data are

generated from numerical wave tank (NWT) experiments, which are built with open

source CFD software. Two of the three model structures, namely the autoregressive

(AR) with exogenous input (ARX) and the nonlinear Kolmogorov-Gabor polynomial

(KGP) models, are linear in the parameters, while the multi-layer perceptron artificial

neural network (ANN), is nonlinear in the parameters, meaning that the identification

of the optimal parameters is more challenging. In [208], the hydrodynamic model of a

HPA WEC is identified using a linear black-box model and a nonlinear Hammerstein-

Wiener model. In contrast with [201, 204], the input/output data used in [208] are

gathered from real wave tank (RWT) experiments. In a relatively recent paper [210],
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Figure 4.1: Schematic representation of the SI loop. Figure adapted from [200].

a linear force-to-position model, where force is the PTO force, for a three-body

hinged-barge WEC is identified using real wave tank (RWT) data. Parametric model

identification is carried out using frequency-domain and time-domain SI techniques.

In [58, 59] (which is the work presented in Section 4.2), some linear and

nonlinear, black-box, wave-to-position models of a scaled OWC device, exper-

imentally tested in regular and irregular waves, are identified. Furthermore, a

wave-to-pressure grey-box SI model for a vented OWC is identified in [212]. The

identification procedure developed in [212] combines a linear black-box ARX model

with a simple physics-inspired function, the objective of which is to incorporate the

nonlinear behaviour of the air venting system (i.e., a one-way bypass valve).

Finally, in [213], a thermodynamic SI model of an OWC chamber is identified.

However, the identification procedure proposed in [213] has two issues. First, since

the model input (i.e., the position of the water column) depends on the control action,
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such a thermodynamic model is difficult to use for control. Secondly, the input/output

data used in the identification/validation phases are not generated through high

fidelity numerical simulation, nor through some physical experiments, but from a

relatively low-fidelity air chamber model derived from first principles. To this end,

one should note that a SI model is, at most, only as good as the data used in the

model training phase and, therefore, low-fidelity models should be never used to

generate input/output signals for data-based modelling.

A comprehensive review on WEC data-based modelling and data-driven control

is found in [206].

4.2 Black-box hydrodynamic modelling for OWCs

In this section, linear and nonlinear black-box hydrodynamic models for a scaled

fixed OWC device are identified, using frequency-domain and time-domain SI

techniques. The identified models, schematically depicted in Figure 4.2, are both

wave-to-position models. In particular, the model input, u(t), is the free surface

elevation, namely the water elevation associated with an undisturbed (by the

presence of a device) wave, while the output of the model, y(t), is the vertical position

of the water column measured at its centroid. Ultimately, the wave-to-position model

of Figure 4.2 is a mapping between FSE and the displacement of the water column.

To derive the SI models, the time traces of the FSE, u(t) = η(t), and the water

column displacement, y(t) = z(t), are gathered during some RWT experiments, in

which the scaled fixed OWC model is tested in regular and irregular waves. The data

sets obtained with regular waves are employed to derived frequency-domain models

(further detailed in Section 4.2.2), while the input/output time traces recorded during

the irregular wave experiments are used to identify separate linear, and nonlinear,

time-domain models (further explained in Section 4.2.3).

Figure 4.2: Schematic representation of the input/output model considered in this work.
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Figure 4.3: Picture of the narrow tank at DkIT. Source: [58].

Figure 4.4: Schematic representation of the narrow tank and scaled OWC chamber at DkIT.

4.2.1 Experimental campaign

4.2.1.1 Experimental setup

Figure 4.3 shows the (two-dimensional) narrow wave tank, or wave flume, at DkIT,

which is used to gather the RWT experimental data. The wave flume, schematically

shown in Figure 4.4, is equipped, on one side, with a flap-type wave generator

and, on the other side, with an absorption beach for minimising wave reflections

from the beach towards the OWC model. The DkIT tank is 18 m long, 350 mm

wide, 1 m deep, and has a freeboard of 0.2 m. The probe-to-probe distance, dpp in

Figure 4.4, is approximately 3 m, though the spacing is was not precisely recorded.

During an experimental run, the displacement of the water column, y(t), is recorded

using a wave probe, positioned at the water column centroid. To record η(t), at

the same location where y(t) is measured, the experiment has to be identically

repeated in the absence of the OWC chamber in the wave flume. Particular care

has been taken to ensure that η(t) and y(t) are measured at the same location.
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The 1:5 scaled fixed OWC chamber is made from marine plywood and scaled in

accordance with Froude scaling [105], to preserve the main hydrodynamic effects.

The OWC chamber is 288 mm wide and is equipped with an iris valve, which

simulates the damping effect of a turbine on the water column. The iris-type valve

is mounted at the top of the pneumatic chamber, and the diameter of its pupil is

set at 30 mm. A more detailed description of the DkIT narrow tank and the scaled

OWC model can be found in [105].

It should be noted that the air spring effect due to air compressibility [72] does

not scale correctly if the air volume is scaled by the cube of the scaling factor. Indeed,

if the pneumatic chamber is small, the air compressibility effects are essentially

negligible. It can be shown that it is not an easy task to correctly scale both

hydrodynamic effects and aerodynamic effects simultaneously. To this end, the

Froude number and the Reynolds number are introduced, respectively, [105] as1

Fr =

√
fi
fg
= ω

√
L
g
, (4.1)

and

Re =
fi
fv
=
ρωL2

µ
, (4.2)

where fi indicates the inertia forces, fg are the gravity forces, fv represents the

viscosity forces, L is a characteristic length of the system, ω is the characteristic

frequency of the flow, while ρ and µ are, respectively, the density and dynamic

viscosity of the considered fluid. If a system is geometrically scaled with respect to

a second system by a factor α, such that L1 = αL2, to preserve the Froude number

between the two systems, the following relation must hold

ω1

√
L1

g1
= ω1

√
αL2

g1
= ω2

√
L2

g2
, (4.3)

hence
ω1

ω2
=

√
α

g1

g2
. (4.4)

Similarly, to preserve the Reynolds number:

α2 =
ρ1ω1µ2

ρ2ω2µ1
. (4.5)

To preserve both Fr and Re, Equations (4.4) and (4.5) must be true, therefore:

α1.5 =
ρ1µ2

ρ2µ1

√
g1

g2
=
ρ1µ2

ρ2µ1
. (4.6)

1Note that fi ∝ ρu2L2 ∝ ρω2L4, fg ∝ ρgL3, and fv ∝ µuL ∝ µωL2.



76 4.2. Black-box hydrodynamic modelling for OWCs

From Equation (4.6), it is clear that the only way to preserve both Fr and Re

(assuming that g1 = g2), if α , 1, is to use a different fluid in the two systems.

Since the full-scale system (i.e., the OWC WEC) works in water, the second fluid

should be designed to satisfy Equation (4.6).

4.2.1.2 Data gathering

For the experimental campaign, the National Instruments LabVIEW software [214]

is used to sample and record y(t) and η(t).

Regular waves The experiments in regular waves were conducted as part of

previous work [105], in which the OWC chamber has been tested under different

regular wave trains of the form:

η(t) = Awcos(2π fwt + ϕ), (4.7)

where Aw is the wave amplitude, ϕ is the (random) phase of the wave, and fw the

wave frequency in Hertz. During the experimental campaign, sixty different regular

wave sequences, obtain by combining six amplitudes and ten frequencies, are

tested. The frequencies range from 0.4 to 1.3 Hz, with increments of 0.1 Hz, while

the range of amplitudes spans from 5 to 30 mm, with increments of 5 mm. Each

experiment runs until steady-state conditions are reached, then y(k) is recorded

for ninety seconds with a sampling frequency, fs, of 32 Hz. It should be noted

that, in the regular wave case, the time traces of the FSE were not recorded.

Although knowledge of the empirical input data is incomplete, since Aw and fw of

the tested regular waves are known, a data-based modelling procedure for the

regular wave case can be established.

Irregular waves The input/output data gathered during the irregular wave experi-

ments comprise three data sets [215]. In particular, the OWC model is tested under

three SSs, generated from different Bretschneider SDFs, S B
i ( f ), shown in Figure 4.5.

The wave maker utilises an inbuilt function to generate a wave time series, whose

spectrum matches the target Bretschneider spectrum, expressed as

S B
i ( f ) =

5
16

H2
s

f −5
w

T 4
e

e−
5
4 (Te fw)−4

, i = 1, 2, 3. (4.8)

Table 4.1 reports Te and Hs for the three Bretschneider SDFs considered in this

thesis. For each irregular wave spectrum, y(k) is recorded for thirty minutes with

fs = 128 Hz. In relation to the frequency bands of the three Bretschneider SDFs,
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fs considerably exceeds the minimum sampling frequency required by the Nyquist-
Shannon sampling theorem [216]. To record η(k) at the OWC chamber location,
the chamber is removed from the wave tank and the experiments are identically
repeated. For clarity, the input/output data sets gathered during the experiments
with S B

1 ( f ), S B
2 ( f ), and S B

3 ( f ) are called DB
1 , DB

2 , and DB
3 , respectively. It should be

noted that each spectrum covers a different range of frequencies, and amplitudes,
over which the OWC chamber is tested. To this end, S B

3 ( f ) is the most significant
SDF, since the frequencies of the incident waves lie within the resonant band of the
OWC heaving mode, that is the frequency band in which the uncontrolled device
is designed to optimally capture wave energy [217, 158]. However, it is also worth
considering the OWC behaviour over the frequency bands covered by S B

2 ( f ) and
S B

3 ( f ), since a control strategy may increase the range of frequencies at which the
device can operate [218]. For instance, rotational speed control strategies may
affect the wave-to-pneumatic energy absorption process of the OWC [56].

Figure 4.5: Bretschneider SDFs used in the irregular wave experiments.

4.2.1.3 Data preparation for SI

The ‘raw’ experimental data must be prepared before they can be employed in SI.
Such a preprocessing procedure may involve several different steps, depending
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Table 4.1: Bretschneider spectra.

S B
i Te (s) Hs (mm)

S B
1 0.85 40

S B
2 1.12 75

S B
3 2.23 75

on the nature of the data (numerical or experimental), the type of SI techniques

(frequency-domain or time-domain), and other factors (e.g., quality of the probes,

data acquisition systems, etc). For this work, four preprocessing steps are needed:

(i) The probe offsets are removed; (ii) the experimental data are filtered to reduce

noise introduced by the acquisition sensors. ; (iii) input and output time traces

are temporally aligned; (iv) since only a portion of the signal time traces can be

employed for SI, suitable record lengths are extracted from each data set.

To characterise the filter, the noise frequency content is computed by applying a

fast Fourier transform to the available noise data from the probes, collected during

the experimental campaign. In relation to step (iii), the acquisition system and

the wave maker are entirely isolated from each other, therefore the generation of

incident waves and the wave data acquisition do not begin at the same moment. As

such, the time traces of the output, z(t), needs to be temporarily aligned with those

of the input, η(t). To this end, during the two experiments, the FSE measurements

gathered from the up-wave probe, shown in Figure 4.4, are cross-correlated to

estimate the time delay. Furthermore, the tank repeatability, i.e., the capability of

the tank to reproduce a pseudo-random wave elevation time series, has already

been assessed in previous work [184].

Regarding step (iv), the usable interval of each time trace starts from the moment

in which steady state conditions are achieved to the moment when reflected waves

(from the absorption beach) hit the OWC chamber.

4.2.2 Frequency-domain data-based modelling

For the regular wave case, a frequency-domain identification method is developed

to derive some parametric models of the transfer function (TF) of the OWC chamber.

Parametric SI generally offers a variety of modelling approaches in the frequency-

domain [200], which typically requires full knowledge of the empirical frequency re-

sponse function (FRF), namely the amplitude and phase responses of the empirical

transfer function, H( ȷω). In essence, once a suitable parametric TF model structure

and CoF are chosen, the model parameters are optimized on the basis of the CoF.
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Figure 4.6: Empirical amplitude response, |Hi( ȷω)|. For clarity, the data are divided as
follows: (a) i = 1, . . . 6; (b) i = 1, 3, 5; (c) i = 2, 4, 6.

However, since the FSE time traces are missing, and the empirical FRF is

consequently partially unknown, the SI procedure adopted in this work is somewhat

unusual. Due to the fact that the identification is carried out for regular waves

(whose Aw and fw values are known), although the knowledge of the input signals

is incomplete, it is still possible to compute the empirical amplitude response, i.e.,

|H( ȷω)|. To this end, it should be noted that y(t), namely the displacement of the

water column recorded during the experiments, is a sinusoid, whose frequency is

equal to the frequency of η(t). Therefore, in the regular wave case, and for the

specific model sought here, the input/output signals are sinusoids with the same

frequency but possibly different amplitude and phase. As such, |H( ȷω)| is simply

computed as the ratio Aowc/Aw, where Aowc is the amplitude of the (sinusoidal) output

signal. Figure 4.6 shows the empirical amplitude responses of the sixty input/output

couples. As clarified by Figure 4.6, the sixty amplitude responses are equally

spilt, according to the input amplitude, into six distinct sets of ten data points each,

|Hi( ȷω)| with i = 1, . . . 6. It should be noted that, in comparison to the other cases,

|H1( ȷω)| has a more irregular trend. Such an unrealistic behaviour of the system

dynamics is arguably due to the poor signal-to-noise ratio (S/N) characterizing the

input/output data when Aw = 5 mm. As a consequence, when the input amplitude is

relatively small, the empirical measurements are noisy and not fully trustworthy.

Figure 4.7: Schematic of the frequency-domain SI procedure for the regular wave case.

In the remainder of Section 4.2.2, the frequency-domain SI modelling procedure

described schematically in Figure 4.7 is applied. Such a SI approach aims to identify
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a family of TF models with consistent orders, by relying solely on |Hi( ȷω)| as the

identification data. To asses the performance of the models, the normalized root

mean squared error (NRMSE), specified, for the regular wave case, as

NRMSEi =

√∑
k

||Hi( ȷωk)| − |Hm
i ( ȷωk)||2∑

k |Hi( ȷωk) − H̄|2
, (4.9)

where H̄ is the mean value of the identification data, is chosen as the error metric.

In contrast with other possible metrics, the NRMSE is normalised with respect to the

magnitude of the empirical data (unlike the mean squared error) and, moreover, does

not provide a distorted picture of the error for values close to zero (which is important

for the irregular wave case). In Equation (4.9), |Hm( ȷωk)| is the amplitude response

of a TF parametric model, calculated for the k-th tested regular wave frequency.

4.2.2.1 Initial (rough) models

For the initial step of the identification strategy, a family of TF (initial) models,

expressed as

Hr
i ( ȷω) = gi

(zi + ȷω)Nzi

(pi + ȷω)Npi
, (4.10)

is chosen. In Equation (4.10), gi, pi, zi, Npi , and Nzi are, respectively, the gains, poles,

zeros, number of poles, and number of zeros of the parametric TF model. It should

be noted that gi, pi, zi, Npi , and Nzi are all free parameters which are optimized

by solving six separate data-fitting problems (one for each set of identification

data, i.e., |Hi( ȷω)|), in the least-squares (LS) sense. The sole purpose of the TF

models in Equation (4.10) is to roughly estimate the optimal values of Npi and

Nzi , which are reported in Table 4.2.

Table 4.2: Estimation of Nzi and Npi .

Hr
i ( ȷω) Aw (mm) Nzi Npi

Hr
1 5 7 14

Hr
2 10 5 12

Hr
3 15 5 10

Hr
4 20 4 9

Hr
5 25 3 10

Hr
6 30 3 9
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4.2.2.2 Models with inconsistent orders

In the second step of the identification procedure, the optimal values of Nzi and Npi

are used to define a second family of TF models, H
′

i ( ȷω), of the form:

H
′

i ( ȷω) = gi

Nzi∏
n=1

(zi,n + bi,n ȷω)

Npi∏
m=1

(pi,m + di,m ȷω)

. (4.11)

In Equation (4.11), zi,n and pi,m are respectively the n-th zero and m-th pole of the

i-th TF model. Furthermore, bi,n and di,m are additional free parameters of H
′

i ( ȷω).
To optimize the free parameters of H

′

i ( ȷω), six separate LS optimization problems

are solved and, therefore, six distinct TF models are identified. The solution of a

linear least square optimisation problem is presented in Section 4.2.3.1.

4.2.2.3 Models with consistent orders

Since the training data are collected from the same OWC chamber, there is no

specific a-priori reason why the TF model orders should vary. As such, the final

step of the SI procedure aims to find a family of TF models with consistent orders.

To equalize the TF orders, the numbers of poles and zeros must be fixed. To this

end, suitable values for Nz and Np are chosen as follows:

Nz =

∑5
i=2 Nzi

5
= 4, Np =

∑5
i=2 Npi

5
= 10. (4.12)

From Table VI, one can note that the values of Nzi and Npi do not significantly vary,

with the only exceptions being Nz1 = 7 and Np1 = 14. Such an anomalous result is

arguably due to the poor S/N of the empirical measurements, rather than to the real

behaviour of the system. Therefore, since Nz1 and Np1 are not entirely trustworthy,

they are not considered in Equation (4.12). Ultimately, the family of TF models with

consistent orders, H
′′

i ( ȷω), is trivially obtained by rearranging Equation (4.11), as

H
′′

i ( ȷω) = gi

Nz∏
n=1

(zi,n + bi,n ȷω)

Np∏
m=1

(pi,m + di,m ȷω)
, (4.13)

where Nz = 4 and Np = 10. As for Hr
i ( ȷω) and H

′

i ( ȷω), the unknown parameters of

H
′′

i ( ȷω) are identified by solving six LS optimization problems.
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4.2.2.4 Result and discussion

To assess the performance of the TF models, the amplitude response of the models

with consistent (|H
′′

i ( ȷω)|), and inconsistent (|H
′

i ( ȷω)|), orders are compared against

the empirical data (|Hi( ȷω)|). Table VII reports the model fidelity, computed as

Fidelity = 100(1 − NRMSE), (4.14)

for |H
′′

i ( ȷω)| and |H
′

i ( ȷω)| with respect to the identification data (ID). Although,

as expected, H
′

i ( ȷω) performs lightly better than the corresponding H
′′

i ( ȷω), the

fidelity of the two families of TF models is comparable, for all the relevant cases.

Unsurprisingly, since Nz1 and Np1 are not taken into account in Equation (4.12),

the fidelity of Ĥ
′′

1 ( ȷω) is significantly lower than that of Ĥ
′

1( ȷω). However, for the

reasons already explained in Section 4.2.2.3, the empirical data |H1( ȷω)| and the

corresponding models are not trustworthy.

Table 4.3: Fidelity of Ĥ
′

i ( ȷω) and Ĥ
′′

i ( ȷω).

ID Aw (mm) H
′

i ( ȷω) H
′′

i ( ȷω)
|H1( ȷω)| 5 96.38 87.39
|H2( ȷω)| 10 99.35 97.95
|H3( ȷω)| 15 99.84 99.74
|H4( ȷω)| 20 99.82 99.80
|H5( ȷω)| 25 99.47 99.46
|H6( ȷω)| 30 99.68 99.68

Figures 4.8 and 4.9 compares the empirical amplitude responses to the para-

metric amplitude responses of H
′

i ( ȷω) and H
′′

i ( ȷω), respectively. As anticipated by

the results in Table 4.3, it is difficult to appreciate any difference between |H
′

i ( ȷω)|
and |Ĥ

′′

i ( ȷω)| (except for i = 1).

4.2.3 Time-domain data-based modelling

In this Section, some linear and nonlinear time-domain SI models, of the type in

Figure 4.2, are derived using irregular wave experimental data. The identification

procedures followed in the linear SI and nonlinear SI cases are schematically shown

in Figures 4.10 and 4.13, respectively.

The work of this section particularly focuses on assessing the value of a global

nonlinear SI modelling approach over a multi-linear SI modelling solution for OWCs.

Despite the fact that linear models might sound more attractive than nonlinear mod-

els, the multi-linear modelling strategy designed here has some significant caveats,
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Figure 4.8: Empirical amplitude response, |Hi( ȷω)|, compared to the amplitude response of
the models with inconsistent orders, |H

′

i ( ȷω)|. For clarity, the results are divided as follows:
(a) i = 1, 3, 5; (b) i = 2, 4, 6.
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Figure 4.9: Empirical amplitude response, |Hi( ȷω)|, compared to the amplitude response of
the models with consistent orders, |H

′′

i ( ȷω)|. For clarity, the results are divided as follows:
(a) i = 1, 3, 5; (b) i = 2, 4, 6.

which are specifically related to real-time implementation aspects. Therefore, to
provide a more complete and fair comparison, some practical issues concerning
real-time implementation of multi-linear and nonlinear SI models are discussed
in Section 4.2.3.3.

4.2.3.1 Linear SI model

All linear SI model structures found in the literature can be derived from the following
general form [200]

Asi(q−)ysi(t) =
Bsi(q−)
Fsi(q−)

usi(t) +
Csi(q−)
Dsi(q−)

esi(t), (4.15)

where Asi, Bsi, Csi , Dsi, and Fsi are five polynomial functions containing the unknown
parameters that need to be identified, ysi is the output signal, usi is the input signal,
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Figure 4.10: Schematic of the linear time-domain SI procedure carried out for the irregular
wave case.

esi is a disturbance term, and q− is the backward shift operator2. Depending on

which of the five polynomials are used, thirty-two different model structures can be

defined. For instance, four of the most common structures are reported in Table

4.4. Since this work focuses on modelling the input/output dynamics, rather than

describing the properties of the disturbance term, a linear polynomial ARX model is

chosen. In comparison with more sophisticated models, such as the autoregressive

moving-average with exogenous input (ARMAX) and Box-Jankins (BJ) models, the

main drawback of the ARX model is the lack of flexibility in modelling the disturbance

term, which is, however, not of interest to this specific work, since the disturbance

is essentially the white noise signal from the probes.

Table 4.4: Possible linear SI model structures.

Model structure Used polynomials

AR Asi

ARX Asi, Bsi

ARMAX Asi, Bsi, Csi

BJ Bsi, Csi, Dsi, Fsi

ARX model definition The polynomial Asi(q−) and Bsi(q−) are specified [200] as

Asi(q−) = 1 + a1q−1 + a2q−2 + . . . anaq
−na , (4.16a)

Bsi(q−) = b1q−1 + b2q−2 + . . . bnbq
−nb . (4.16b)

2For instance: q−1y(t) = y(t − 1) and, similarly, q−4u(t) = u(t − 4).
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Using Equation (4.16), the ARX model, whose unknown parameters are ai and bi,
can be expressed in the so-called predictor form [200], as

yarx(k) = −
na∑

i=1

aiy(k − i)︸            ︷︷            ︸
Autoregressive term

+

nb∑
i=0

biu(k − nd − i)︸                ︷︷                ︸
Exogenous input term

. (4.17)

In Equation (4.17), yarx(k) is the k-th predicted model output, y(k) and u(k) are,
respectively, the k-th samples of the output and input, while na and nb are the orders
of the ARX model, with nd the input delay. The number of unknown parameters in
the ARX model of Equation (4.17) is computed as, Narx = na + nb + 1. Similarly to
the regular wave case, to identify and validate the ARX models, the NRMSE,
defined as [219]

NRMSE =

√∑
k |y(k) − yarx(k)|2∑

k |y(k) − ȳ|2
, (4.18)

is chosen as the error metric. It should be noted that, if the NRMSE is greater
than 1, it means that the identified model is no better at fitting the empirical data
than a straight line equal to the mean of the data [219]. In order to determine na,
nb, and nd, a sequence of systematic model identification trials, with incremental
changes in na, nb, and nd, has been implemented. After each trial, the NRMSE is
used to evaluate the performance of the model. Since the identification NRMSE
cannot be considered as a reliable estimator of the model performance, na, nb, and
nd should be always chosen on the basis of the validation NRMSE [200]. As an
illustrative case, Figure 4.11 shows the training/validation NRMSE computed for
different combinations of na and nb (at fixed nd) and, moreover, a focus on the case
in which nb = 2. Ultimately, the leading model order is na, while, in this application,
only minor variations in the NRMSE are appreciated by varying nb and nd. As
already mentioned, Narx depends on the model orders and, generally, the model
performance improves as Narx increases. Therefore, a trade-off between model
complexity and model accuracy is required. To this end, the principle of parsimony,
in the spirit of [220], can help to set na and nb such that a ‘parsimonious model’,
which is a model whose complexity ideally matches the problem complexity, is found.
For this work, na = 6 (from Figure 4.11, only minimal improvements are obtained
for na > 6) and nb = 2 are chosen. Furthermore, as shown in Figure 4.12, the input
delay is −1 since the validation NRMSE has a minimum for nd = −1. It should be
noted that a negative value of nd means that the ARX model is noncausal, therefore
both past and future values of u(k) are used to compute yarx(k). If nd > 0, a causal
ARX model is found, meaning that yarx(k) solely depends on past values of u(k). As
already explained in Section 2.2.2, the negative value for nd is arguably due to the
noncausality of the wave excitation force (Equation (2.51)).
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Figure 4.11: Identification and validation NRMSE values for separate ARX models, identified
from DB

3a
and validated against DB

3b
, using different combinations of na and nb, with nd = -1.

On the right side of the figure, a focus on the case in which nb = 2 is shown.
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Figure 4.12: Validation NRMSE values for separate ARX models, identified from DB
3a

and
validated against DB

3b
, using different nd values, with na = 6 and nb = 2.

Optimisation problem formulation The unknown parameters, ai and bi, are
found by solving a relatively simple LS optimisation problem. To this end, Equation
(4.17) is rewritten in a more compact form by introducing two vectors, namely the
regression vector, φarx(k) ∈ RNarx :

φarx(k) = [−y(k − 1) . . . − y(k − na) u(k − nd − 1) . . . u(k − nd − nb)]⊺, (4.19)

and the parameter vector, θarx ∈ R
Narx :

θarx = [a1 a2 . . . ana−1 ana b0 b1 . . . bnb−1 bnb]
⊺. (4.20)
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Using Equations (4.17), (4.19), and (4.20), the predicted output becomes

yarx(k) = θ⊺arxφarx(k) = φarx(k)⊺θarx. (4.21)

The linear regression in Equation (4.21) can be easily extended for all samples,

k = 1, 2, . . .Nk, as:

Yarx = Λarxθarx, (4.22)

where Λarx ∈ R
Nk×Narx is the regression matrix and Yarx = [yarx(1) yarx(2) . . . yarx(Nk)]⊺

∈ RNk is the model output vector. Finally, by introducing the empirical output vector,

Y = [y(1) y(2) . . . y(Nk)]⊺ ∈ RNk , the prediction error vector can be defined as

ϵ = Y − Yarx = Y − Λarxθarx, (4.23)

while the LS optimization problem is written as

θ
opt
arx = argmin

θarx

(ϵ⊺ϵ), (4.24)

with the well-known solution [200]:

θ
opt
arx = (Λ⊺arxΛarx)−1Λ

⊺
arxY. (4.25)

The LS problem in Equation (4.25) is not solved directly, since the relatively high

condition number3 of Λ⊺arxΛarx, which is approximately the square of the condition

number of Λarx, potentially makes the matrix inversion problem, (Λ⊺arxΛarx)−1, an

ill-conditioned problem. To solve Equation (4.25), a QR factorization method is used

to compute the LS solution directly from Λarx, without using Λ⊺arxΛarx [200].

Identification and validation phases The identification and validation phases

are carried out as schematically shown in Figure 4.10. Firstly, the input/output time

traces in DB
1 , indicated as η1(k) and y1(k), are temporally split into two parts, DB

1a

and DB
1b

. Similarly to DB
1 , the data ‘splitting’ procedure is also applied to DB

2 and

DB
3 . Ultimately, three ARX models, named Marx

1 , Marx
2 , and Marx

3 are identified using

the data sets DB
1a

, DB
2a

, and DB
3a

, respectively. Subsequently, Marx
1 , Marx

2 , and Marx
3

are validated against their respective validation data set, namely DB
1b

, DB
2b

, and DB
3b

.

Finally, to assess the cross-validation capability of the linear SI models, Marx
1 is

also cross-validated against DB
2b

and DB
3b

. Like Marx
1 , the cross-validation procedure

is also equivalently repeated for Marx
2 and Marx

3 .

3The condition number of a square matrix, A, is κc(A) = ∥A∥ ∥A−1∥ ≥ 1. Considering a generic
linear equation Ax = b, κc(A) relates the variations in the solution vector, b, to the variations in the
matrix A, as (∥δb∥/∥b∥) ≤ κc(A)(∥δA∥/∥A∥).
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The fidelity values (Equation (4.14)) of the Marx
1 , Marx

2 , Marx
3 , with respect to

their corresponding identification data (namely DB
1a

, DB
2a

, and DB
3a

), are 94.09%,

96.18%, and 97.37%, respectively. It should be noted that the identification fidelity

of the models broadly reflects the S/N of the identification data. As such, the

experimental data DB
3 , which have a relatively high S/N (as suggested by the high

peak of S B
3 in Figure 4.5), produces the ARX model with the highest fidelity value,

namely Marx
3 . The validation and cross-validation fidelities of each ARX model

are reported, respectively, in Tables 4.5 and 4.6. The model validation results

are discussed in Section 4.2.3.3.

4.2.3.2 Nonlinear SI model

Typically, nonlinear models are significantly more complex than their linear counter-

parts [156]. However, in this work, the proposed nonlinear modelling procedure is a

somewhat natural, and relatively straightforward, extension of the linear modelling

approach, at least for the considered SI model structures (i.e., linear ARX and

nonlinear KGP models).

Figure 4.13: Schematic of the nonlinear time-domain SI procedure carried out for the
irregular wave case.
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KGP model description In general, a nonlinear KGP model, whose unknown

parameters are ai, j, bi, j, ci, j, di, j, and ei, j, is written, in the predictor form [221], as

ykgp(k) =
p∑

j=1

[
−

n
′

a∑
i=1

ai, jy j(k − i) +
n
′

b∑
i=0

bi, ju j(k − n
′

d − i)
]
+

n
′

a∑
i, j=1
i, j

ci, jy(k − i)y(k − j) +
n
′

b∑
i, j=0
i, j

di, ju(k − n
′

d − i)u(k − n
′

d − j)+

n
′

a∑
i=1

n
′

b∑
j=0

ei, jy(k − i)u(k − nd′ − j),

(4.26)

where n
′

a, n
′

b, and the polynomial order, p, are the KGP model orders, while n
′

d is the

input delay of the KGP model. It should be noted that the cross-product terms (or

cross-product regressors) in Equation (4.26) potentially lead to stability problems

[221]. More specifically, due to the presence of the cross-product regressors, some

input-dependent terms appear inside the model Jacobian and, consequently, the sta-

bility properties depend on the specific input signal [204]. To avoid such a problem,

the cross-product terms are typically discarded and Equation (4.26) simplifies to

ykgp(k) =
p∑

j=1

[
−

n
′

a∑
i=1

ai, jy j(k − i) +
n
′

b∑
i=0

bi, ju j(k − n
′

d − i)
]
. (4.27)

Although the model structure in Equation (4.27) is evidently nonlinear, the KGP

polynomial model is, just as the ARX model, linear in the unknown parameters,

namely ai, j and bi, j. In other words, it is possible to express Equation (4.27) as a

linear regression and, therefore, ai, j and bi, j are optimised by solving a LS problem.

The number of unknown parameters for the KGP model (without cross-product

terms) is computed as Nkgp = p(n
′

a+n
′

b+1). Similarly to the procedure followed for the

ARX model, the KGP model orders (n
′

a, n
′

b, and p) are determined by implementing

a sequence of systematic trials, and considering the validation NRMSE. Ultimately,

as shown in Figure 4.14, a parsimonious choice for the polynomial order is p = 2,

while n
′

a = 6, n
′

b = 2 and n
′

d = −1.

Optimisation problem formulation The regressor, φkgp, and parameter, θkgp,

vectors for the KGP model (4.27) are written, respectively, as

φkgp(k) =[−y(k − 1) . . . − y(k − na) u(k − nd − 1) . . . u(k − nd − nb) . . .

− yp(k − 1) . . . − yp(k − na) up(k − nd − 1) . . . up(k − nd − nb)]⊺,
(4.28)
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Figure 4.14: Identification and validation NRMSE values for separate KGP models, identified
from DB

3a
and validated against DB

3b
, using different p values, with n

′

a = 6, n
′

b = 2, and n
′

d = −1.

and

θkgp = [a1,1 . . . an′a,1
b0,1 . . . bn′b,1

. . . a1,p . . . an′a,p
b0,p . . . bn′b,p

]⊺. (4.29)

To find the Nkgp unknown parameters (4.29), an LS optimisation problem, written as

θ
opt
kgp = argmin

θkgp

(ϵ⊺ϵ) = (Λ⊺kgpΛkgp)−1Λ
⊺
kgpY, (4.30)

where Λkgp is the regression matrix of the KGP model, is solved using a QR

factorization method.

Identification and validation phases The identification and validation phases

are carried out as schematically shown in Figure 4.13. Firstly, the input/output time

traces of the data sets DB
1 , DB

2 , and DB
3 are split into two parts. Subsequently, DB

1a
,

DB
2a

, and DB
3a

are merged together and a new data set, Dmer
a , is derived. Similarly,

another data set, Dmer
b , is obtained by merging DB

1b
, DB

2b
, and DB

3b
. Finally, a KGP

model, Mkgp, is identified from Dmer
a and validated against data Dmer

b , DB
1b

, DB
2b

, and

DB
3b

. The model fidelity (4.14) for Mkgp with respect to the identification data is

about 96.25 %. It should be noted that, likely due to the linear nature of the ARX

model (further discussed in Section 4.2.3.3), Dmer
a cannot be effectively used to

identify a linear ARX model with identification and validation fidelities comparable

to those of Mkgp.
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Table 4.5: Fidelity percentage values for the ARX model validation.

Model VD 1-step-ahead 5-step-ahead 10-step-ahead

Marx
1 DB

1b
94.24 82.03 60.22

Marx
2 DB

2b
96.25 85.09 67.97

Marx
3 DB

3b
97.89 93.57 88.49

Table 4.6: Fidelity percentage values for the ARX model cross-validation.

Model VD 1-step-ahead 5-step-ahead 10-step-ahead

Marx
1 DB

2b
87.44 64.21 31.53

Marx
1 DB

3b
91.71 76.39 42.21

Marx
2 DB

1b
84.01 61.58 30.08

Marx
2 DB

3b
92.74 77.57 44.63

Marx
3 DB

1b
83.82 61.12 29.92

Marx
3 DB

2b
87.14 64.10 31.48

4.2.3.3 Result and discussion

Validation performance Tables 4.5 and 4.7 show the validation performance,
with respect to each set of validation data, of the three linear ARX models and
the nonlinear KGP model, respectively. Each SI model is validated considering
three different output predictions, namely 1-step-ahead, 5-step-ahead, and 10-
step-ahead predictions. For clarity, in a k-step-ahead prediction, the i-th predicted
output is calculated using previously measured outputs up to time instant i − k
and all relevant input values until time instant i. By way of example, Figure 4.15
compares the predicted outputs of Marx

3 and Mkgp, to the empirical output, y(t),
for the validation data set DB

3b
.
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Figure 4.15: Comparison between the measured output, y(t) (from DB
3b

), and the (a) 1-
step-ahead, (b) 5-step-ahead, and (c) 10-step-ahead predicted outputs, yarx(t) and ykgp(t),
respectively related to the validation of the ARX model Marx

3 and the KGP model Mkgp.

As shown in Table 4.5, the validation performance of the ARX models remain
consistent throughout the validation phase. Firstly, the model fidelity unsurprisingly
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Table 4.7: Fidelity percentage values for the KGP model validation.

Model VD 1-step-ahead 5-step-ahead 10-step-ahead

Mkgp DB
1b

94.25 81.61 57.43
Mkgp DB

2b
96.33 85.05 66.69

Mkgp DB
3b

97.71 92.95 84.58
Mkgp Dmer

b 96.10 86.54 69.57

decreases as the number of prediction steps ahead increases. Secondly, the model

fidelity of Marx
1 is always the lowest, while, due to superior S/N of DB

3a
, the fidelity

of Marx
3 is the highest in all cases. Like the ARX models, Mkgp also shows strong

consistency during the validation process in relation to the number of prediction

steps (Table 4.7). Furthermore, the highest validation fidelity of Mkgp is found for

DB
3b

, which is the validation data set with the best S/N. Finally, the validation of Mkgp

against Dmer
b provides a ‘mean fidelity’. For instance, in the 1-step-ahead predictions

of Mkgp against DB
1b

, DB
2b

, DB
3b

, and Dmer
b , the model fidelities are, respectively, 94.25%,

96.33%, 97.71% and 96.10%, with: (94.25% + 96.33% + 97.71%)/3 ≈ 96.10%.

The cross-validation performance of the ARX models are reported in Table 4.6.

In contrast to a traditional SI procedure, the range of frequencies, and amplitudes,

of the input signals employed in the cross-validation procedure is different from the

range of frequencies, and amplitudes, over which the model is trained. Therefore,

the cross-validation exercise essentially represents a case where unsuitable train-

ing data are deliberately chosen and, consequently, poor validation performance

(particularly for the 5-step-ahead and 10-step-ahead predictions) is obtained.

From Tables 4.5 and 4.7, it should be clear that when the same validation data

are considered across ARX and KGP models, the ARX model performs consistently

better than the KGP model. For instance, for DB
3b

, the validation fidelity of Marx
3 for

the 1-step-ahead, 5-step-ahead, and 10-step-ahead predictions is 97.89%, 93.57%,

and 88.49%, respectively. On the other hand, Mkgp has a validation fidelity of

97.71%, 92.95%, and 84.58% for the 1-step-ahead, 5-step-ahead, and 10-step-

ahead predictions, respectively. Furthermore, as the number of prediction steps

increases, the difference between the ARX and KGP models becomes more and

more pronounced. However, it is essential to highlight that, in the nonlinear modelling

case, a single KGP model (Mkgp) provides satisfactory validation performance

across different data sets, namely DB
1b

, DB
2b

, and DB
3b

. On the contrary, since the cross-

validation performance of the ARX models is relatively poor, the ARX model (e.g.,

Marx
1 ) provides good validation results only with a single validation data set (e.g., DB

1b
).
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Figure 4.16: Schematic procedure related to the real-time implementation of a multi-linear
model.

Real-time implementation issues Despite the fact that a linear SI modelling

approach may appear appealing, due to its relative simplicity, and convenient, for

the superior validation performance compared to those of the nonlinear KGP model

(at least when the same validation data are considered), there are some practical

aspects which must be considered. Such aspects concern the necessary steps re-

quired to implement a multi-linear model to cover the complete frequency/amplitude

operational range in real-time (Figure 4.16).

To employ the linear ARX models in real-time, it is necessary to derive a

(single) multi-linear model which can represent the system behaviour across all

relevant sea states. To this end, a switching/interpolating mechanism for either

the parameters, or the predicted outputs, of the different linear ARX models is

essential. Additionally, since the switching/interpolating process relies on knowledge

of the sea state, the sea state must be estimated, in real-time, by fitting a wave

spectral model to Fourier-transformed FSE data gathered from wave probes. In

the case of a switching mechanism, one of the available linear models is chosen to

operate with the corresponding estimated sea state. Alternatively, if an interpolating

mechanism is devised, either the interpolated model outputs or the interpolated

model parameters are computed, using a set (at least two) of outputs/parameters

corresponding to the relevant set of linear models. To this end, since the wave

spectral models are typically defined by two parameters (i.e., Hs and Te), the

interpolation is actually a two dimensional interpolation.

Ultimately, the procedure illustrated in Figure 4.16 has two critical interrelated

issues: (i) Sea state estimation and (ii) (explicit) switching/interpolating mechanism.

Regarding issue (i), sea state estimation can be a difficult task to perform in real-

time and in a real sea environment. Firstly, a spectral model for the sea state

needs to be selected and suitable locations (undisturbed by the presence of the

device) for the wave probes have to be identified. Secondly, to guarantee an

adequate statistical description, a sufficient number of FSE data must be collected

from the wave probes; otherwise, the accuracy of the spectral model may be

excessively poor and, therefore, the selected linear model could be far from being

the optimum model associated with the true sea state. Finally, aside from the

spectral model accuracy, the sea state estimation procedure clearly requires some
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time and, to this end, delays in deducting the multi-linear model might severely

affect the overall accuracy, and efficacy, of the multi-linear SI modelling approach.

In relation to issue (ii), the efficacy of the switching/interpolating process is strictly

connected to the correct identification of the sea state. Furthermore, in either model

selection mechanism (switching or interpolation), the multi-linear model is expected

to optimally perform only when the estimated sea state matches exactly one of

the sea states originally utilized during the experimental campaign (i.e., in the SI

model training phase). In such an ideal condition, the multi-linear model fidelity

should be roughly comparable to the values shown in Table 4.5, regardless of the

model selection rationale. On the other hand, when the estimated sea state is not

one of those employed in the identification phase, a multi-linear model operating

with a suitable interpolating mechanism is expected to perform better than one

equipped with a switching mechanism.

In comparison to the laborious multi-linear SI modelling technique, the main

advantage of the nonlinear model is its capability to implicitly interpolate the

predicted output, meaning that the nonlinear SI modelling approach does not require

either an explicit switching/interpolating mechanism, nor the estimation of the sea

state. Additionally, the number of unknown parameters of the KGP model, namely

p(na + nb + 1), is likely smaller than the parameters of the multi-linear modelling

solution, Nlm(na + nb + 1), where Nlm is the number of multiple linear ARX models.

4.3 Conclusions

In this chapter, frequency-domain, linear time-domain, and nonlinear time-domain

SI modelling techniques are utilized to identify some hydrodynamic models, of the

type in Figure 4.2, for a scaled OWC chamber.

In general, frequency-domain SI models can provide some preliminary useful

information about the system, such as the TF model order and the system resonant

bandwidth, which should then ideally inform the time-domain identification procedure

[200]. Indeed, knowledge of the frequency-domain SI models may help the SI

user in making some key design choices concerning time-domain data-based

modelling, such as the selection of suitable training data and the choice of a SI

model structure. In data-based hydrodynamic modelling of WECs, a chirp signal,

shown in Figure 4.17, may be particularly suitable for SI since the input signal

linearly sweeps a desired frequency range during its evolution and, consequently,

the signal frequency content is fairly evenly distributed across that range [201]. In

any case, the main objective of this work was to investigate the possibility to obtain
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SI hydrodynamic models for OWCs which are potentially suitable for control. To this

end, the multisine signals used in the irregular wave experiments (Section 4.2.1) are

suitable for such an objective, since they excite the device in both resonant (where

the uncontrolled device optimally works), and off-resonant (where a hypothetical

controlled device may efficiently works), frequency bandwidths.

0 0.5 1 1.5 2
-1

-0.5

0

0.5

1

Figure 4.17: Chirp signal linearly sweeping the frequency range 0 − 20 Hz, in the time
interval 0 − 2 s.

In light of the discussion in Section 4.2.3.3, for the specific case considered

here, a nonlinear SI strategy has some significant advantages over a multi-linear

data-based modelling solution, especially when considering some aspects of the

real-time implementation procedure. Indeed, although the ARX model performance

metrics (Table 4.5) are mildly superior to those of the KGP model (Table 4.7) in

the validation on their corresponding data sets, the real-time implementation of

a multi-linear ARX model, to cover the full operational range, is relatively time-

consuming and complex. On the other hand, the nonlinear SI modelling approach

considered in this chapter is significantly less laborious than the multi-linear alterna-

tive, particularly since the KGP model is a somewhat simple and natural evolution

of the ARX model. It should be noted that, apart from the KGP model, there

may be other nonlinear SI models, such as simple ANNs, which are suitable (in

terms of model accuracy/complexity) for OWC hydrodynamic modelling. In this

chapter, the efficacy of a simple nonlinear model structure and the validity of a

nonlinear approach are shown. Ultimately, the KGP model is ideal for model-based

control applications, being both computationally and parametrically simple, and also

captures the essential hydrodynamic nonlinearity in the system.
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Science is not only a disciple of reason but, also, one
of romance and passion.

— Stephen Hawking

5
Control problem definition and review of

control strategies

Contents

5.1 OWC wave-to-wire control problem formulation . . . . . . . . 100
5.1.1 Simplification of the control problem . . . . . . . . . . . . 102
5.1.2 List of constraints . . . . . . . . . . . . . . . . . . . . . . 103
5.1.3 Constrained OWC OCP . . . . . . . . . . . . . . . . . . . 104
5.1.4 Main control co-design aspects . . . . . . . . . . . . . . . 105

5.2 Review of OWC control strategies . . . . . . . . . . . . . . . . 108
5.2.1 Hydrodynamic control . . . . . . . . . . . . . . . . . . . . 109
5.2.2 Aerodynamic control . . . . . . . . . . . . . . . . . . . . . 114
5.2.3 Wave-to-turbine control . . . . . . . . . . . . . . . . . . . 120
5.2.4 Wave-to-wire control . . . . . . . . . . . . . . . . . . . . . 120
5.2.5 Peak-shaving control . . . . . . . . . . . . . . . . . . . . 120
5.2.6 Grid-side control . . . . . . . . . . . . . . . . . . . . . . . 122

5.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

As already mentioned in Section 1.2, to improve the economic viability of OWCs,

it is essential to minimise the LCoE. However, since LCoE minimisation is, as a

performance objective, difficult to handle, especially due to the problem of accurate

and reliable OpEx estimation, many researchers typically focus on a simplified

control objective, namely produced energy maximisation. Furthermore, due to

the critical issue of turbine performance, the OWC control problem is often further

simplified to a rotational speed tracking problem for maximising turbine efficiency.
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It should be noted that turbine efficiency maximisation may be, to some extent,

a fairly reasonable control objective for OWCs, providing that turbine rotational

speed does not significantly affect the OWC hydrodynamic subsystem. Such a

condition is, however, not generally satisfied, especially for Wells turbines, where

the impact of turbine speed on the hydrodynamic performance cannot be ignored.

Ultimately, since the OWC control problem strictly depends on design choices

(e.g., type of turbine), there exist different suitable low-level control objectives (e.g.,

energy maximisation, turbine efficiency maximisation,. . . ) that a control engineer

may consider. Nevertheless, the high-level performance objective, namely LCoE

minimisation, remains unchanged and should never be disregarded.

This chapter discusses the main OWC control-related aspects and offers an

overview of the state-of-the-art control strategies. In particular, an unbiased

formulation of the (overall) W2W control problem for OWC WECs is presented

in Section 5.1, while a review of control strategies is provided in Section 5.2.

5.1 OWC wave-to-wire control problem formulation

In this Section, to provide a platform for devising a comprehensive model-based

control strategy, an unbiased formulation of the OWC control problem is presented,

while considering all the control effectors in Figure 5.1. To this end, in Section 5.1.1,

some possible simplifications of the OWC control problem are discussed and a

suitable objective function, for an optimal control problem formulation, is selected.

Subsequently, the constraints of the control problem are listed (Section 5.1.2) and

the constrained OWC optimal control problem is formulated (Section 5.1.3). Finally,

the main CCD aspects are highlighted in Section 5.1.4.
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5.1.1 Simplification of the control problem

As already mentioned, the high-level performance function in OWC WEC control

is LCoE minimisation but, since estimating OpEx is difficult, the control objective

typically simplifies to electric energy maximisation. In this thesis, such a simplifi-

cation is generally accepted when designing OWC control strategies (Chapters 6

and 7). The only exception is the work presented in Chapter 8, where a parametric

CCD approach for the PTO and bypass valve of an OWC is devised. As further

detailed in Chapter 8, such a CCD strategy is specifically conceived to minimise

(a surrogate of) the LCoE.

In principle, to maximise energy production, a control strategy should consider

the overall wave-to-grid power flow, as shown in Figure 5.1. In this way, a suitable

control strategy could potentially take into account all the relevant aspects of

hydrodynamic, aerodynamic, electrical, and grid-side control. However, it should

be noted that a natural simplification of the control problem is possible. Indeed,

fully-rated back-to-back (B2B) power converters offer the possibility to naturally

decouple the control problem by separating grid-side and device-side at the level

of the DC-link [222]. Therefore, device-side control (which is the focus of this

thesis) aims to maximise the electric energy produced by the generator, while

grid-side control deals with grid requirements [71], which mainly concern power

quality and fault-ride-through (FRT) capabilities, by regulating the DC-link voltage

and managing electrical energy storage.

Apart from electric energy maximisation, mechanical energy maximisation,

namely the optimisation of the wave-to-turbine energy conversion process, has

been sometimes considered as an alternative control objective in the literature.

For OWC WECs equipped with a Wells turbine, mechanical energy maximisation

through turbine rotational speed modulation may be an appropriate control objective,

if a suitable electric generator (in terms of its operational range) is selected. Indeed,

if correctly chosen, electric generators may efficiently convert mechanical power

into electrical power over most of the expected torque/rotational speed operating

conditions. With an impulse-like air turbine, the efficacy of mechanical energy

maximisation through speed control is limited, since rotational speed only marginally

affects hydrodynamic performance. However, mechanical energy maximisation

for biradial turbines may still be considered, since the HSV of the biradial turbine

can be potentially used to improve the OWC hydrodynamic performance (with

latching control [223]). As further discussed in Section 5.2.1, except for the HSV of

the biradial turbine, dedicated actuators for hydrodynamic control are typically

not available on OWCs.
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Since the air turbine is the most important element of the OWC, the vast

majority of OWC control strategies focus on turbine efficiency maximising (TEM)

control [51]. In TEM control the hydrodynamic/aerodynamic interaction is ignored

and, consequently, the broad energy maximising control problem simplifies to a

maximum power point tracking (MPPT) problem for the turbine rotational speed [187].

Ultimately, TEM control may be relatively effective for impulse-like turbines but, due

to the significant effect of rotational speed on hydrodynamic efficiency, is not ideal

for Wells turbines [60, 61, 62, 63].

Finally, the modelling assumptions considered in this section are the same

assumptions introduced in Section 2.2 (i.e., the LWT assumptions) and Chapter 3

(e.g., high Reynolds and low Mach numbers at the turbine rotor blade tips).

5.1.2 List of constraints

The safe operating region of an OWC, shown in Figure 5.2, is delimited by three

main physical constraints concerning the PTO system, namely the constraints on

the maximum allowable speed, Ω ≤ Ωmax, maximum control torque, Tctrl ≤ T max
ctrl , and

generator rated power, TctrlΩ ≤ Prated. The maximum speed value is written [56] as

Ωmax = min(Ωmax
turb ,Ω

max
gen ,Ω

max
noise), (5.1)

where Ωmax
noise is the maximum speed to prevent excessively high turbine noise

emissions [143, 224, 225], Ωmax
gen is the maximum generator speed to limit cen-

trifugal stresses, and Ωmax
turb = vmax

tip (2/dr) is the turbine maximum speed to avoid air

compressibility effects (such as shock waves) at the rotor blade tips [183], with

vmax
tip being the maximum blade tip speed.

From a control perspectives, four control regions (CR1, CR2, CR3, and CR4)

can be identified as functions of the available wave power (Figure 5.2). In CR1,

the available wave power is below the minimum threshold required to start wave

power extraction. On the right side of Figure 5.2, CR4 represents the case in which

excessive wave power is available and, consequently, one cannot simultaneously

satisfy the following conditions: Ω ≤ Ωmax and TctrlΩ ≤ Prated. Therefore, in region

CR4, the OWC WEC must enter a safety mode by closing a safety valve (i.e., a

valve in series with the turbine), which interrupts pneumatic excitation of the turbine

to avoid major failures. In region CR2, due to the limited available wave power,

the OWC device cannot achieve Prated. In such an operating condition, a control

strategy should maximise wave power extraction, while keeping Tctrl ≤ T max
ctrl . Finally,

since the available wave power in CR3 is sufficiently high, it is potentially possible

to achieve Prated, providing that a suitable control approach is used. In essence, to



104 5.1. OWC wave-to-wire control problem formulation

Figure 5.2: Schematic of the OWC control regions as functions of the available wave power.
The blue shaded area represents the safe operating area of the OWC WEC.

maximise energy production in CR3, a suitable control strategy should keep the
OWC device working at its rated power and, to this end, peak-shaving control is
used (Section 5.2.5). As already mentioned in Chapter 1, peak-shaving control is
relatively simple on OWCs, especially due to the presence of suitable actuators
which can limit the pneumatic power available to the turbine (e.g., a bypass valve).

5.1.3 Constrained OWC OCP

The constrained OWC OCP is to find the control input, uctrl(t), to maximise electric
energy production, expressed as

J =
∫ T

0
Pelec(Ω(t))dt, t ∈ [0 T ], (5.2)

subject to the OWC system dynamics (in (3.2), (3.8), (3.12), and (3.23)) and the
state/input constraints presented in Section 5.1.2. In general, uctrl(t) may include all,
or some, of the four manipulated inputs shown in Figure 5.1 (namely, Tctrl, ubypass,
uthrottle/hsv, and upitch). If only a limited set of manipulated variables are available,
some control actions may be more difficult (or impossible) to implement.

The impact of the manipulated inputs on Ω is better clarified by substituting
Pturb (3.15) into the PTO dynamics (3.12), as

Ω̇ =
ρairΩ

2d5
r fΠ(Ψ(Ω,∆p), uhsv/throttle, upitch) − Tctrl

I
. (5.3)

Additionally, the control input ubypass appears in the air chamber equation (3.8), where
∆p = ∆p(z,wbypass,wturb), with wbypass = wbypass(∆p, ubypass) (3.5) and wturb = ∆p ζ∗,
where ζ∗ denotes the damping of a generic turbine. It should be noted that a bypass
valve can only be used to dissipate pneumatic power [226], therefore it is always
kept closed (i.e., ubypass = 0) in CR2.
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5.1.4 Main control co-design aspects

Despite the control objective specified in Section 5.1.3 being electric energy maximi-

sation, since the final objective in OWC WEC control is the LCoE minimisation, it is

worth highlighting some of the main CCD aspects. Indeed, since the WEC geometry

optimisation problem is typically coupled with the WEC control problem [227, 228],

CCD techniques [229, 230] are vital to achieve the optimum control-informed WEC

design [228, 231, 232, 233]. Traditionally, design is a sequential procedure where

control aspects are not taken into account until a relatively late stage, as shown

in Figure 5.3. Additionally, in a traditional design approach, the design choices

made at each step limit the design possibilities of the next step [234]. In other

words, each step reduces the design flexibility of the next step, therefore making

a design adjustment increasingly expensive and difficult. In CCD, control aspects

are considered from an initial design phase, at an early TRL, potentially improving

flexibility and control-awareness in overall design optimisation [234].

5.1.4.1 Air chamber design

The air chamber is typically designed considering the frequency content of the

most frequent SSs at the desired deployment site. Therefore, unless a variable

chamber geometry [235] or other form of hydrodynamic control is utilised to extend

the hydrodynamic operating range of the OWC, as the actual sea state varies

from the design condition, a degradation of the hydrodynamic performance is

expected. Furthermore, the geometry of the chamber front wall may be optimised

to reduce hydrodynamic viscous losses, which are primarily due to vortex shedding

phenomena in fixed OWCs [236]. Finally, to avoid a catastrophic system failure,

the OWC chamber volume should be sufficiently large to prevent green water from

reaching the turbine blades.

5.1.4.2 Air turbine

Turbine selection Due to the critical importance of the pneumatic-to-mechanical

energy conversion process, the selection of a suitable turbine type is a key issue in

the PTO system design. The leading parameter for choosing a suitable turbine is the

root-mean-square of the pressure oscillations in the pneumatic chamber [67], since

Wells and impulse-like turbines most efficiently operate at different pressure levels.

In particular, Wells turbines generally have a superior time-averaged efficiency when

working with relatively large air flow rates and low pressure ranges. In contrast to

Wells turbines, impulse-like turbines typically operate at high efficiency under larger



106 5.1. OWC wave-to-wire control problem formulation

Figure 5.3: Schematics of a traditional progressive stepwise design procedure and a CCD
procedure, for a generic wave energy project.

pressure fluctuations and at lower flow rates. Although not a popular solution due

to high costs and additional complexity, multi-stage Wells turbines are able to work

with larger pressure fluctuations, but require properly designed inter-stage guide

vanes [66]. A complete comparison between different turbine types is found in [67].

From a rotational speed control perspective, each type of turbine has some

specific efficiency characteristics (see, for instance, Figure 3.4) which influence

the control problem. For instance, Wells turbines have a narrow high-efficiency

operating region and a hard stall characteristic, which make rotational speed control

more difficult. On the other hand, in light of their broader high-efficiency range
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and soft stall characteristics, impulse turbines require a smaller speed control

effort to provide satisfactory performance. In addition to the turbine efficiency

characteristics, the inertia of the PTO system, which is mainly a function of the

turbine diameter and rotor material, also affects rotational speed control [51, 183].

In general, speed control is simpler (i.e., it is easier to track the reference speed),

and mean turbine efficiency is higher, if the inertia is smaller [66, 183]. To this end,

Wells turbine inertia is typically lower than impulse turbine inertia, for equivalent

rotor diameters [66]. However, although the biradial turbine has a relatively large

inertia, it can operate efficiently if Ψ > Ψmep (Figure 3.4) and, therefore, the negative

impact of inertia on control is limited.

As already mentioned in Section 5.1.1, turbine damping characteristics signifi-

cantly influence the control problem. On the one hand, Wells turbine damping (3.18)

is a function of rotational speed, meaning that speed control impacts hydrodynamic

performance. On the other hand, impulse turbine rotational speed only marginally

affects the OWC hydrodynamic process (Equations (3.21) and (3.22)).

In the case of shoreline fixed OWCs, especially if located near populated areas,

noise levels are an important issue. Under normal operating conditions, Wells

turbines are generally noisier than impulse turbines since they operate at higher

rotational speed values [66, 143]. Therefore, although operating at high speed

may positively influence electric performance, since generators generally work

more efficiently at high speed, Ω may be limited to decrease noise emissions

(i.e., Ω ≤ Ωmax
noise). Furthermore, Wells turbines generate high noise levels in

the case of (i) aerodynamic stall and (ii) shock waves at the rotor blade tips for

Mach numbers [237]. However, such extreme events may be avoided if turbine

rotational speed is effectively controlled. Finally, in impulse turbines, the main noise

source is aerodynamic stall at the exit stator blades, although noise emissions

(and aerodynamic losses) can be reduced by increasing the axial offset of the

stator blades [66].

Turbine type and available actuators The available actuators are strictly related

to the type of air turbine installed on the OWC. To date, although some attempts

have been made to devise a HSV for a Wells turbine using a pneumatic actuation

system [238], HSVs are only simple (and cheap) to install on biradial turbines [110],

due to the relatively narrow ducts connecting the turbine with the air chamber and

the atmosphere (Figure 2.9). In terms of control possibilities, HSVs can potentially

be employed for latching and wave-by-wave peak-shaving control by throttling

the HSV (further explained in Section 5.2). In light of the significantly different

control-related possibilities, a clear distinction between HSVs (uhsv) and standard
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(butterfly) throttle valves (uthrottle) is now made. In this thesis, although HSVs can be

also throttled, a HSV specifically refers to a valve in series with a biradial turbine,

while throttle valve refers to a butterfly valve in series with any other turbine type

(e.g., Wells and axial-flow impulse turbines). Ultimately, standard throttle valves

cannot be typically employed for latching or wave-by-wave peak-shaving control,

due to their limited actuation speed.

To independently control Ω, ∆p, and wturb, turbines with a variable-pitch rotor are

required [239]. Furthermore, variable-pitch turbines may be also potentially used as

air compressors to provide reactive power [239] for reactive hydrodynamic control

strategies (Section 5.2.1.1). However, variable pitch air turbines have a relatively

low efficiency when used as compressors, thus limiting their efficacy in this context.

5.1.4.3 Electric generator selection

Due to the corrosive working environment and the broad range of operating con-

ditions, variable-speed electric generators with salinity resistance are required on

OWC WECs [68]. Furthermore, since the typical turbine speed range is compatible

with standard off-the-shelf generators, potentially expensive and mechanically

complicated gearboxes are unnecessary.

On the control side, it is important to note that some (or even all) of the control

constraints (i.e.,Ωmax, T max
ctrl , and Prated) depend on the electric generator. In particular,

the generator size (i.e., Prated) should be chosen considering the expected wave

power at the deployment site, the possibility (or impossibility) to use peak-shaving

control, and the cost of the electrical equipment. To this end, the cost of the electrical

equipment, such as the generator itself and the power converter, increases as

the generator size increases. On one side, an over-sized generator is relatively

expensive, but it may virtually operate in high-energy SSs without the need for peak-

shaving control, therefore simplifying the OWC control problem. On the other side,

under-sized generators are undesirable since they cannot exploit the available wave

power at its full potential, although they are cheaper and have a higher capacity

factor than over-sized generators.

5.2 Review of OWC control strategies

As show in Figure 5.1, controllers for OWC systems typically use some of the

following manipulated inputs:

• Generator electromagnetic torque, Tctrl,
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• blade pitch position, upitch,

• bypass valve position, ubypass, and

• HSV/throttle valve position, uhsv/throttle.

Since the control possibilities strictly depend on the device components (both system

and available actuators), a broad classification of OWC control strategies based

on an objective-focused perspective is proposed. On the device-side, it may be

possible to identify four main possible control objectives, namely hydrodynamic

control (Section 5.2.1), aerodynamic (or turbine) control (Section 5.2.2), wave-

to-turbine control 5.2.3, and wave-to-wire control (Section 5.2.4). Additionally,

peak-shaving, or rated power, control (Section 5.2.5) may be considered to operate

an OWC WEC at its rated power in CR3 of Figure 5.2, if suitable actuators are

installed. Finally, although the focus of the thesis is on device-side control, grid-side

control aspects are briefly discussed in Section 5.2.6.

5.2.1 Hydrodynamic control

Hydrodynamic control for OWCs aims to optimise the wave-to-pneumatic energy

conversion process, using two main approaches: Reactive (hydrodynamic) control

(Section 5.2.1.1) and phase control (Section 5.2.1.2). Furthermore, some authors

have also investigated the possibility to improve the hydrodynamic response of fixed

OWCs by using (i) an air chamber with a moving frontal wall [240] or (ii) harbour

walls at different opening angles [241]. However, solutions based on a variable

chamber geometry have several critical issues and, ultimately, may not positively

affect the LCoE. Firstly, the approaches proposed in [240, 241] solely focus on

improving the wave-to-pneumatic energy conversion process, while ignoring the

PTO, therefore their overall efficacy remains questionable. To this end, since the air

turbine is designed to optimally operate at specific pressure levels (Section 5.1.4.2),

a change in the chamber geometry [235] is expected to significantly impact on

aerodynamic performance. Secondly, the study in [235] only considers regular

waves, while disregarding a more realistic multi-frequency excitation scenario.

Finally, although it is relatively cheap to build a moving frontal wall, or harbour

walls, for small-scale model testing, developing such structures for a full-scale

OWC is likely complex and expensive.
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5.2.1.1 Reactive control

The conditions for optimal wave energy absorption can be expressed, in the

frequency-domain, as an impedance matching problem [217]. If the external force,

Fex(ω), of Equation (2.48) is equal to the PTO force, Fpto(ω), then the intrinsic

impedance of the considered WEC, Zi(ω), and the PTO impedance, Zpto(ω), can

be defined (5.5), respectively, as

Zi(ω) = Hf2v(ω)−1 = B(ω) + ȷω
[
M + A(ω) −

Ch

ω2

]
, (5.4)

and

Zpto(ω) =
Fpto(ω)

Ẋ(ω)
. (5.5)

The optimum PTO impedance, which maximises the maximum power transfer from

the WEC to the PTO, can be written [170], as

Zpto(ω) = Z∗i (ω), (5.6)

where ()∗ denotes the complex conjugate. From the control formulation in Equa-

tion (5.6), a corresponding control structure, known as approximate complex con-

jugate, which provides the exact conjugate at a single key frequency, can be

derived [146].

For OWC WECs, the control formulation in Equation (5.6) can be alternatively

expressed in terms of an optimal chamber pressure profile [158], as

∆ p̂(ω) =
q̂e(ω)

2Gowc(ω)
, (5.7)

where Gowc(ω) is the OWC radiation conductance, while q̂e and ∆p̂ are the complex

amplitudes of the excitation flow rate and pressure difference, respectively (further

explained in Appendix A).

The control formulations in Equations (5.6) and (5.7) have some significant

implications [146]:

• Such formulations are only valid at a single frequency, ω, although some

attempts to generalise Equation (5.6) to multi-frequency case are reported,

for instance, in [242].

• Since G(ω) ≥ 0, but ∆ p̂(ω) and q̂e(ω) (as well as Fpto(ω) and Ẋ(ω)) can have

opposite signs, to achieve impedance matching conditions, reactive power

(i.e., power from the PTO to the system) is required. In other words, the PTO

should be able to supply power for some parts of the wave energy conversion

cycle.
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• The control formulations of (5.6) and (5.7) do not take into account any physical

constraint of the OWC/PTO.

• For the formulation in Equation (5.6), since kr(t) (i.e., the radiation kernel) is

causal, the dynamical system associated with Z∗i is anticausal, meaning that

future knowledge of the excitation force is required to compute the optimal

control force (i.e., kpto(t) = F −1(Zpto(ω)) is anticausal).

In OWC WECs, it is typically difficult to effectively supply reactive power (which

differs from the definition of electrical reactive power in electric generators [222]),

especially given the poor ability to provide hydrodynamic reactive power. As a matter

of fact, due to their symmetric nature, self-rectifying air turbines do not operate

efficiently as air compressors [243]. Furthermore, even if a variable-pitch turbine is

used for compressing air, the peak reactive power can be significant and losses are

not expected to be negligible for a bi-directional power transfer process [244].

In spite of the significant difficulties, a few papers on reactive hydrodynamic

control for OWCs can be found. For instance, OWC hydrodynamic reactive control

with a variable-pitch turbine, which is alternatively used to expand and compress

air, is investigated in [244, 245]. Although wave power capture increases using a

variable-pitch turbine, the required compression energy is significant [244]. Finally,

an alternative method to provide reactive power for OWCs is considered in [246],

where a lightweight piston is controlled to apply force to the OWC and improve

the hydrodynamic response.

5.2.1.2 Phase control

Latching control A relatively simpler, passive (i.e., with no need for reactive

power), alternative to reactive control was proposed by Budal and Falnes [247]

in 1982. In this (suboptimal) control method, known as latching, the WEC is kept

at a fixed position (or latched) during a part of the wave cycle, and subsequently

released (unlatched), so that the WEC velocity is in phase with the wave excitation

force. Figure 5.4 schematically shows how latching control works for an oscillating

buoy subject to b) regular waves and c) irregular waves. Latching is a suboptimal

control strategy, since it exclusively aims to satisfy the phase matching, and not

also the amplitude matching, condition of Equations (5.6) and (5.7).

In OWC latching control, first studied in the 80s for fixed OWCs [248, 249],

a valve in series with the turbine (or latching valve) is alternatively closed and

opened to, respectively, latch and unlatch the water column. Closing the latching

valve notably reduces OWC displacement, but does not completely eliminate water
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Figure 5.4: a) Typical velocity for an uncontrolled heaving buoy with a natural frequency,
ωbuoy, higher than the frequency of the excitation force, ωwave. b) Latching control to align
the phases of the heave velocity, vbuoy, and the excitation force Fwave. c) Latching control
for a heaving buoy subject to irregular sea waves. The terms |v̄buoy| and |F̄wave| are average
normalising values for vbuoy and Fwave, respectively. Figure Source: [223].

column motion, due to the spring-like air compressibility effect. However, although

air compressibility virtually eliminates the possibility of achieving perfect phase

matching conditions, OWC latching can still significantly improve wave energy

absorption, particularly when the incident wave period is higher than the OWC

resonant period. In other words, latching can slow down the WEC motion to

achieve resonance conditions.

It should be noted that the design and operation of a latching valve, which is

essentially a high-speed stop valve (HSSV), for axial-flow air turbines is difficult,

especially due to the large turbine duct diameter [238]. Salter [238] proposed a

complex HSSV for the Wells turbine of the Pico power plant, but the valve was never

installed. On the other hand, due to the small ducts connecting chamber, turbine,



5. Control problem definition and review of control strategies 113

and atmosphere, the biradial turbine can be equipped with a relatively simple and

effective HSSV, which can be used for OWC latching.

An important issue in OWC latching is the high sensitivity of latching control

performance to a delay between the control decision and the actual (mechanical)

valve closure/opening [250]. Furthermore, as shown in [223], latching in irregular

waves generally requires future knowledge of the excitation force to be effective.

Wave forecasting over a sliding time window utilising, for instance, AR models or

recurrent ANN algorithms, can potentially improve latching control [251]. Up-wave

and AR methods for short-term wave forecasting for an OWC WEC are investigated

in [252], while a review of wave forecasting techniques can be found in [253].

In [254, 255], some latching control strategies, for a spar-buoy OWC equipped

with a biradial turbine, are devised. In [254], OWC latching control in regular

waves is numerically tested. Unsurprisingly, latching in regular waves is much

simpler than in irregular waves, since, in regular waves, the latching time can

be optimised off-line and, subsequently, latching control is identically iterated at

each wave cycle. Latching control is significantly more challenging in irregular

waves, as shown, for instance, in [255], where two different latching strategies are

designed. The first control approach in [255] provides superior performance in

terms of converted wave power, but requires future knowledge of the excitation

force, while the second latching control approach only requires easily measurable

variables, such as rotational speed and air pressure. However, the first strategy

in [255] does not take into account possible prediction errors in the excitation force,

which may have a significant impact on control performance.

Latching control for an OWC spar-buoy is also considered in [223], where an

unconstrained model predictive control (MPC) approach is tested in numerical

simulation. The optimal control problem (i.e., find the optimal HSSV position to

maximise wave power extraction) is solved over a receding-horizon (RH), where the

excitation force is assumed to be known. Ultimately, wave power absorption only

improves when the RH time window is sufficiently larger than the considered Te.

Finally, the unconstrained optimal control approach developed in [223] is extended

in [256], to take into account the system constraints.

Declutching (or unlatching) control In declutching control, the PTO mechanism

is disconnected from the WEC floater, therefore allowing free movement of the WEC

during part of the wave cycle to accelerate the device motion. Subsequently, the

PTO mechanism is engaged at the desired velocity [257]. Declutching is essentially

the counterpart of latching and typically achieves resonant conditions when the

incident wave period is shorter than the WEC resonant period.
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In OWC declutching, the idea is to open a bypass valve to decouple the
OWC/PTO and then close the valve at a later stage of the wave cycle [258]. However,
to the best of the author’s knowledge, declutching has not been considered for
OWCs yet. The lack of attention on declutching control may be due to the fact
that OWC declutching potentially leads to large water column excursions, which
must be avoided to prevent green water from reaching the turbine blades. Arguably,
another reason behind this literature gap is that bypass valves are typically slow,
meaning that they are difficult to use in wave-by-wave control strategies, such
as declutching control [64].

5.2.2 Aerodynamic control

Aerodynamic, or turbine, control aims to keep the turbine around its maximum
efficiency point (i.e., Ψmep in Figure 3.4), or, equivalently, to optimise the pneumatic-
to-mechanical energy conversion process, while neglecting the impact of Ω on
hydrodynamic and electric performance. In essence, turbine control is a relatively
simple setpoint following control problem for turbine rotational speed, as a function
of Ψ [187]. The setpoint following problem for turbine rotational speed can be
divided into (i) a setpoint determination problem (Section 5.2.2.1) and (ii) a setpoint
tracking problem (Section 5.2.2.2).

In general, turbine rotational speed can be controlled by either the generator
control torque alone, or, alternatively, Tctrl used in combination with valves in series
(uthrottle/hsv), and/or in parallel (ubypass), with the turbine. In the literature, alternative
names to turbine rotational speed control are sometimes utilised, such as torque
control, or flow control (when control valves are used). However, it should be noted
that control valves are used in CR3 (Figure 5.2), but cannot be typically employed in
CR2 (except for latching control with the HSV of the biradial turbine). The reason
behind this limitation is due to the dissipative nature of such valves: Opening a
bypass valve, and/or partially closing a valve in series with the turbine, reduces
the pneumatic power available in the air chamber. Therefore, in parallel, and in
series, valves can be generally used only for peak-shaving control and to avoid
turbine overspeeding. Nevertheless, some studies which consider throttle valves
for controlling Ω in CR2 can be found [259, 260], but the large aerodynamic losses
induced by the valve partial closure are always ignored and, therefore, the value
of such control strategies remains questionable.

5.2.2.1 Setpoint determination

To maximise turbine efficiency, one can generally use either a dynamic control
approach or a steady-state control solution.
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Dynamic TEM control The turbine MEP is an operating point at a fixedΨ, denoted

as Ψmep in Figure 3.4. Since Ψmep is unique, for a given ∆p, the instantaneous rota-

tional speed that maximises turbine efficiency is computed, from Equation (3.15), as

Ωmep =

√
|∆p|

ρaird2
rΨmep

. (5.8)

One of the main issues in tracking Ωmep (5.8) is the relatively large torque variation

typically required by most controllers [261], especially due to significant inertia

of the rotating parts [262], and the large fluctuations of ∆p within each pseudo

half-wave cycle. Additionally, when ∆p tends to zero, Ωmep also drops to zero (5.8),

but such an intermittent behaviour is highly undesirable in terms of power supply

quality and overall system efficiency. From an electrical power quality perspective,

the control strategy should ideally take advantage of the kinetic rotational energy

stored in the PTO, meaning that the PTO does not necessarily have to move in

concert with the water column [61]. Since the available pneumatic power grows

from zero to a peak value during each pseudo half-wave cycle, to improve the

pneumatic-to-mechanical energy conversion process, it is essential to operate the

turbine at Ψmep when the pneumatic power is maximal, while a less important issue

concerns turbine operation at low efficiency, when pneumatic power is relatively

small [60]. It should be also noted that, when Ω is driven to zero, the assumption of

high Reynolds numbers, under which the dimensionless turbine model is derived,

is violated. Therefore, tracking Ωmep (5.8) generates a sort of turbine modelling

paradox, since the control action cyclically drives the system to a condition where

the model used for control is not valid!

In addition to the formulation in Equation (5.8), the value of Ωmep can be also

calculated, using Maeda’s turbine model (Appendix A), from the mean axial airflow

velocity, vx. However, since it is difficult to directly measure vx in real-time and without

intrusive probes, vx needs to be estimated from the mean flow rate, qturb = vxAturb,

computed using ∆p. At the maximum efficiency point, the flow rate coefficient

is Φmep = qturb/(Ωd3
r ), giving

Ωmep =
Aturb

Φmepd3
r︸  ︷︷  ︸

constant

vx. (5.9)
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Steady-state TEM control A possible TEM control algorithm, introduced in [263],

can be derived considering the PTO dynamics at steady-state:

TctrlΩ ≈ Pturb. (5.10)

When Ψ = Ψmep, the turbine power output is given by

Pmep
turb = ρairΩ

3d5
rΠ

(
Ψmep

)
. (5.11)

Since ρair ≈ ρ0, Pmep
turb ∝ Ω

3 and, therefore, using Equations (5.10) and (5.11), the

control torque which maximises turbine efficiency is

T tem
ctrl = a1Ω

a2 , (5.12)

where a1 = ρaird5
rΠ

(
Ψbep

)
and a2 = 2.

The unconstrained TEM control formulation in Equation (5.12) can be easily

extended [183], as

Tctrl = min
(
a1Ω

a2 ,
Prated

Ω
,T max

ctrl

)
, (5.13)

to avoid exceeding Prated (by detuning the controller) and T max
ctrl . Furthermore, a

supervisory safety valve controller is always required to avoid exceeding Ωmax [183].

In essence, when Ωmax is reached, a safety valve in series with the turbine is closed

and, subsequently, reopened when Ω reduces below a customisable threshold

value, Ωthr. It should be noted that, for OWCs, torque detuning can be only applied

by reducing Tctrl (i.e., Tctrl < T tem
ctrl ), meaning that Ω increases. Indeed, increasing

the torque beyond T tem
ctrl is not a viable torque detuning solution, as Ω decreases and

the turbine may stall (accompanied by a risk of damaging the turbine [264, 265] and

high noise emission [143, 225]). Another possible option to reduce turbine speed

may be to open a bypass valve to limit the pneumatic power in the air chamber [266].

Constant reference speed In addition to Ωmep (5.8), another possible TEM control

solution is to keep Ω fixed at a suitable constant reference value, Ωref = constant,

depending on the sea state. For instance, in [267], two different TEM control

strategies are considered for the Wells turbine equipped on one of the U-shaped

OWC chambers of the breakwater at Civitavecchia (Italy). In the first approach,

the rotational speed reference value is a function of the sea state only, meaning

that, for each sea state, Ωref is constant, while the second strategy considers

Ωref = Ωmep (5.8).

Ultimately, although TEM control using a constant SS-based Ωref may provide,

especially for high-inertia turbines, satisfactory performance in relatively low-energy
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SSs [261], where pressure oscillations are small, such an approach cannot be

effectively utilised in medium-to-high energy SSs (i.e., the most relevant operating

conditions). Indeed, with large pressure oscillations, a turbine working at a constant

reference speed operates, for most of the time, far from Ψmep (and, for a Wells

turbine, Ψ may also often exceed Ψstall). Furthermore, to infer the SS-based Ωref,

the sea state needs to be estimated using, typically, data collected from wave

probes. Therefore, besides the increase in CapEx and OpEx due to the wave

probes, if the sea state estimate is not accurate, Ωref is incorrect and the benefit

of turbine control is potentially compromised.

5.2.2.2 Setpoint tracking

To track the reference speed, many possible controllers can be employed. For

OWCs, the two most popular solutions are Proportional-Integral-Derivative (PID)

control and sliding mode control (SMC), which have quite different characteristics,

with the broad distinction of linear/nonlinear, respectively.

Aside from the type of controller, tracking of the instantaneous rotational speed

is also influenced by the PTO inertia. Low-inertia turbines require small torque

variations to operate close to Ψmep [262] although, even with a relatively high-

inertia turbine, if enough Tctrl is applied, it may be feasible to track relatively rapid

variations in the speed reference. However, larger torque variations require a

more powerful (and expensive) electric generator, which may consequently have

a low capacity factor (i.e., the generator may be oversized). To this end, since

the high-level control objective is LCoE minimisation, increasing the generator size

may not be an ideal solution.

PID controllers PID control is a well-known intuitive control technique for setpoint-

following feedback loops [268]. As such, PID control has been considered for some

OWC subsystems, including the primary function of rotational speed control and,

at a lower level, servo control for valve positioning. Defining e(t) as the difference

between the actual value of the variable to be tracked (e.g., rotational speed)

and the desired reference value of that variable, the control input provided by

a PID is given by

upid = Kpe(t) + Ki

∫ t

0
e(τ) dτ + Kd

de(t)
dt
, (5.14)

where Kp, Ki, and Kd are, respectively, the proportional, integral, and derivative

gains of the PID controller.



118 5.2. Review of OWC control strategies

Although satisfactory performance may be achieved using PID control, and PID

tuning is relatively straightforward, linear controllers may not be the best solution for

rotational speed control on OWCs, especially since the OWC W2W system dynamics

are, in general, nonlinear. Additionally, WECs operate in different irregular SSs, for

which the relatively limited envelop characterising typical linear operation/control may

not suffice [269]. To better deal with multiple irregular SSs, some solutions which

utilise linear controllers with adaptive gains have emerged [270, 271]. However,

such adaptive linear controllers typically require the solution, in real-time, of an

optimisation problem to obtain the optimal control gains, with an associated increase

in the computational burden.

In the literature, many studies on TEM control with PID controllers can be

found, where the main difference is generally in the tuning method of the PID

controller and/or, sometimes, in the type of considered actuators. For instance,

in [259, 260], the rotational speed of a Wells turbine is controlled, initially using

Tctrl alone and then Tctrl/uthrottle, with PID-like controllers tuned with the closed-loop

Ziegler–Nichols (ZN) method. Apart from the closed-loop ZN method, a variety

of PID tuning algorithms/methods can be found in the literature [272], such as

the grouped grey wolf (GGW) optimisation [271], ANNs [273, 274, 275], zero-pole

cancellation (ZPC) [262, 276], harmony search (HS) [277], self-adaptive global-best

harmony search (SGHS) [278], particle swarm optimisation (PSO) [279], fractional

PSO memetic (FPSOM) [279], and fuzzy gain scheduling (FGS) [277]. Typically,

PID controllers with adaptive tuning methods, such as FGS [277], provide better

tracking performance, although the complexity of the tuning method increases

significantly. Ultimately, the use of sophisticated tuning methods only marginally

improves the performance of PID controllers, while simpler tuning techniques, such

as the closed-loop ZN [259, 260], can still provide satisfactory performance, at least

for the sea state in which the controller is tuned.

Sliding mode controllers A possible attractive nonlinear control approach for

tracking the turbine rotational speed is SMC [280, 281], especially due to its ability to

deal with system uncertainties, unmodelled dynamics, nonlinear system dynamics,

and external disturbances. In SMC, a sliding variable, σsmc, is defined, as a function

of the system states, so that the control objectives are satisfied when σsmc = 0. The

condition σsmc = 0 defines a sliding surface in the state space [281]. For OWC

aerodynamic control, the sliding variable may be defined as

σsmc = Ω −Ωref . (5.15)
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To obtain the control law, σsmc is differentiated until the manipulated variables (e.g.,
quadrature voltage or quadrature current of the generator [282, 283]) explicitly ap-
pear. The order of the derivative of σsmc determines the order of the SMC approach.
With first-order SMC, σ̇smc is computed and, subsequently, the SMC gains are tuned
(using any of the available tuning methods in the literature) to make the system
converge, robustly and in a finite time, to the condition σ = 0 [281]. In general, in
a SMC scheme of n-th order, dnσsmc/dtn is calculated and, then, the control action
makes the system converge to the condition σsmc = σ̇smc = . . . = dn−1σsmc/dtn−1 = 0.

Unsurprisingly, the tracking performance with SMC [284] is significantly superior
to that of PID controllers [279]. In general, depending on how the SMC is tuned, as
well as on torque limits with respect to the inertia of the rotating parts, SMC may
present high peaks in Tctrl [261]. To this end, higher control torque peaks typically
lead to higher peak-to-average power ratios and, therefore, to inferior power quality.

In the literature, SMC has been successfully implemented for OWC aerodynamic
control with biradial turbines [285] and Wells turbines [282, 283], coupled with
different electric generators, such as DFIGs [285, 282] and PMGs [283]. It should
be noted that first-order SMC schemes suffer from chattering [285], a phenomenon
that causes high-frequency oscillations of the manipulated variable. To ameliorate
chattering, therefore reducing the high-frequency oscillations, second-order SMC
(SOSMC) using, for example, a super twisting algorithm (STA) has been considered
for OWCs [282]. Finally, similarly to the case of PID controllers, adaptive tuning
methods, such as FGS [286], have been considered for SMC as well, primarily to
improve tracking performance and reduce chattering.

Other possibilities for rotational speed tracking Model predictive control,
relatively popular for other WEC types [50], has also been considered for OWC TEM
control [287, 288]. In general, MPC-based strategies can provide good tracking
performance for a constant rotational speed reference [287], as well as for a time-
varying reference speed value [288]. The main advantage of MPC, compared to the
most popular alternatives in TEM control (i.e., PID control and SMC), is the possibility
to naturally incorporate physical constraints, which can be easily taken into account
in the optimisation problem [52]. Arguably, the main disadvantage of MPC is the
relatively high computational cost [289], specifically since MPC requires prediction,
at each time step, of some future states of the system over a receding-horizon (RH).
Therefore, real-time control using MPC may be challenging due to the significant
computational burden, especially when long prediction horizons are employed.

In addition to SMC, alternative nonlinear controllers, which are suitable for
OWC TEM control, include, but are not limited to, backstepping (BS) [290, 291]
and fuzzy logic controllers (FLC) [292].
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5.2.3 Wave-to-turbine control

Wave-to-turbine (W2T) control aims to optimise the OWC wave-to-mechanical

energy conversion process. In the literature, OWC W2T control is carried out using

either optimisation-based control techniques (or optimal control, e.g., [293, 62]), or

a simple steady-state control solution based on a generalization of Equation (5.12),

where the parameters a1 and a2 are adjusted to consider the hydrodynamic/aero-

dynamic interaction [294, 295].

As already mentioned, W2T control is particularly important for Wells turbines,

given the possibility to improve (or deteriorate) hydrodynamic performance through

turbine rotational speed modulation. For instance, W2T control using a RH pseu-

dospectral (PS) optimal control strategy, for a Wells turbine, is developed in [62]

(further discussed in Chapter 7). Despite the relative ineffectiveness of W2T control

on impulse turbines, some papers on W2T optimal control for biradial turbines using

MPC [293, 296], and inverse fuzzy model (IFM) [297], can be found.

5.2.4 Wave-to-wire control

Similarly to W2T control, the objective of W2W control is to optimise the overall

(wave-to-wire) energy conversion process of the OWC. For Wells turbines, sim-

ple W2W steady-state [60, 61], and more sophisticated W2W receding-horizon

pseudospectral (RHPS) [63], control solutions have emerged (further discussed

in Chapters 6 and 7, respectively).

5.2.5 Peak-shaving control

In CR3, the available pneumatic power in the air chamber can be large and, if a

suitable peak-shaving control approach is utilised, the OWC can operate close to

its rated power; otherwise, the device must be shut down to avoid major failure.

In essence, peak-shaving control aims to extend the OWC operational range,

consequently increasing its capacity factor.

There are typically two methods to apply peak-shaving control on OWCs, namely

(i) methods based on control valves (Section 5.2.5.1) or (ii) methods based on speed

control detuning (Section 5.2.5.2). In the methods based on control valves, the

available pneumatic power to the turbine is limited by opening a bypass valve, or

by partially closing a valve in series with the turbine. With speed control detuning

methods, the rotational speed controller, whose aim is to maximise wave power

extraction in CR2, is detuned so that the OWC system operates away from the

maximum power point in CR3.
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5.2.5.1 Methods based on control valves

Methods based on bypass valves A bypass, or relief, valve can be partially,

or fully, opened to limit the available pneumatic power in the air chamber. In

[298], a possible control law for the bypass valve of the Pico power plant is

proposed. Such a control law regulates the bypass valve position depending on

the instantaneous pressure values, ∆p, in relation to a prescribed threshold value,

∆pthr. The numerical simulation shows that, if the bypass valve has a sufficient

dimension, pneumatic power can be effectively dissipated [298]. However, to

date, due to the slow actuation system of real bypass valves, the wave-by-wave

peak-shaving control approach proposed in [298] is difficult to use in practice. To

counteract possible issues due to the finite time-response of the bypass valve,

wave prediction can be considered [252], although it does not completely solve

the problem. Alternatively, the bypass valve position can be controlled depending

on the sea state, or, equivalently, on the available wave energy [64]. Such a SS-

based control approach for peak-shaving control with a bypass valve is described

in Chapter 8.

Methods based on throttle valves and HSVs Throttle valves are installed in

series with the turbine to reduce qturb and, consequently, limit the available pneumatic

power to the turbine [260, 277, 279]. Similarly to the bypass valve, throttle valves

cannot be effectively employed for wave-by-wave peak-shaving control, due to

the relatively slow actuation speed. Furthermore, an undesirable side effect of

throttle valves is the non-axisymmetric air flow downstream of these types of valves,

which significantly reduces turbine performance for one of the airflow directions. In

other words, throttle valves induce large aerodynamic losses in either inhalation, or

exhalation, making accurate peak-shaving control significantly more difficult. On

the other side, bypass valves reduce pneumatic power without directly disturbing

the turbine air flow, meaning that the dissipative action is equivalent during the

air inhalation and exhalation.

As already mentioned, the small HSV of the biradial turbine can be effectively

used for wave-by-wave peak-shaving control [256, 299, 300], particularly due to

its relatively fast actuation speed. Additionally, the HSV introduces only a local

disturbance, which has a negligible effect on the airflow at the turbine rotor level.

A possible peak-shaving control algorithm, based on the instantaneous rotational

speed value, for the HSV of a biradial turbine, was validated in sea trials at the

Mutriku OWC during the H2020 OPERA project [299].
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5.2.5.2 Methods based on speed control detuning

A possible alternative to peak-shaving through control valves is to consider rotor

blade pitch control, widespread in wind energy [301]. Pitch control reduces the

turbine power by decreasing the angle of attack of the rotor blades. However, since

pitch control requires a turbine with a relatively complex variable-pitch rotor, likely

increasing CapEx and OpEx, it has never been applied on OWCs.

In addition to pitch control, torque detuning can be used to avoid exceeding

Prated (see, for instance, [183]). However, torque detuning alone does not typically

provide enough control flexibility to keep the device working at its rated power,

while also avoiding exceeding Ωmax [64].

5.2.6 Grid-side control

Although this thesis mainly focuses on device-side control strategies for OWC WECs,

some studies concerning OWC grid-side control are briefly discussed. Grid-side,

and energy storage, control cope with grid requirements, which primarily cover

power quality aspects, FRT capabilities, and, more broadly, the overall stability

of the power grid. For an overview of grid integration aspects for wave energy

conversion systems, the interested reader is referred to [71].

In [302, 303], some control strategies to improve the FRT capability during

balanced voltage drops in the transmission system, for an OWC system equipped

with a DFIG coupled with a Wells turbine, are developed. During a balanced fault,

which may be due to natural causes, faulty components, or cyber attacks, an equal

(symmetric) voltage drop on all three phases of the grid appears [304]. To counteract

such a fault, the grid-side converter is controlled, using, for instance, PID [302] or

ANN-based [303] controllers, to supply electric reactive power to the grid.

In [305], a MPC scheme is developed to cope with open-switch faults in a

B2B power converter. In open-switch faults, which may be due to electromagnetic

interference or material ageing, some of the converter switches, which are used to

modulate the electric signals, are unavailable. Furthermore, some MPC strategies

have been also considered to improve power quality for grid-side converters of

OWC devices [287, 306, 307, 288].

Finally, some studies on electrical energy storage systems for power smoothing,

using ultracapacitors [276], supercapacitors [308, 309], and Li-ion batteries [287],

are also found in the literature. In opposition to other WEC types, power smoothing

on OWCs may be less difficult, especially due to the possibility of smoothing large

power peaks on the device-side through, for instance, bypass valves [226].
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5.3 Summary

For each device-side control objective presented in Section 5.2, the corresponding

OWC control strategies found in the literature are summarised in five distinct tables,

namely Tables 5.1 (hydrodynamic control), 5.2 (aerodynamic control), 5.3 (W2T

control), 5.4 (W2W control), and 5.5 (peak-shaving control). Reading from the

left to the right, each table shows:

• The control approach used to achieve the considered control objective.

• The type of turbine, namely Wells (W), biradial (B), axial-flow impulse (I), and

unidirectional (U).

• The corresponding reference.

• The type of test: Numerical simulation (Num) and/or experimental test (Exp).

• The year of publication.

• The type of controller, if specified.

• The manipulated input used by the control strategy.

It should be noted that each publication may consider multiple types of turbines,

types of tests, controllers, and/or manipulated inputs.

As clarified by the evident different lengths of the five summary tables, the

focus is predominantly on TEM control, especially due to the importance of turbine

efficiency and also to the relative simplicity of the TEM control problem. In more

recent years, the attention towards more complete control objectives has increased

and, consequently, some W2T (Table 5.3) and W2W (Table 5.4) control strategies

have emerged. Furthermore, more consideration has been recently given also to

other OWC control-related issues, such as peak-shaving control (Table 5.5), turbine

noise emissions [143, 225], and, to some extent, power quality [287, 306, 307, 288].

In relation to impulse turbine rotational speed control, rather than focusing on

W2T and W2W control, it is arguably more important to optimise the pneumatic-

to-wire (P2W) energy conversion process. For instance, in [310], the rotational

speed of a biradial turbine is modulated to optimise the P2W performance (i.e.,

air turbine and generator), using an improved version of Equation (5.13), where

a1 and a2 are functions of Ω.

Some OWC control aspects which remain, to date, relatively unexplored are

device-side FTC [311], as well as data-based and data-driven control [312]. On

the one hand, FTC allows the system to operate in the presence of some faults,
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specifically faults which the system is tolerant to. Therefore, although the system

may not necessarily work at its full potential under fault conditions, FTC can improve

maintenance operation flexibility and, consequently, limit any increase in LCoE due

to power production interruptions. To this end, it may be also interesting to consider

some more exotic OWC PTO configurations, such as a twin unidirectional turbine

configuration (see, for instance, [313, 314, 315]), which provides natural redundancy

in the PTO system. With twin unidirectional turbines, which can be either axial-flow

[313, 314] or radial-flow [315] turbines, one turbine works during inhalation, while

the second turbine operates in the exhalation phase (see, for instance, Figure 5.5).

Therefore, if one of the turbines fails, the OWC can still harvest energy during half

of the wave pseudo-cycle. On the other hand, data-based and data-driven control

techniques offer the possibility to exploit, at different levels of the WEC control

synthesis procedure, static and dynamic datasets, respectively [206].

Figure 5.5: Schematic representation of a twin unidirectional (radial-flow) turbines PTO
configuration. Source: [315].

In relation to high-level control objectives, as already stated in Section 5.1.4,

CCD techniques are vital to minimise the LCoE and, to this end, a possible CCD

approach for OWCs is devised in Chapter 8 of this thesis. However, some complex

issues related to WEC control, such as the evaluation of the impact of the control

action on OpEx [316] and on the WEC lifetime, still need substantial investigation.
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Table 5.1: Summary table on OWC control strategies, part 1 of 5: Hydrodynamic control.

Control Turbine Ref. Test Year Controller Manipulated
approach type type input
Reactive
control

- [246, 317] Exp 1991 - -
W [245, 244] Num 2003 - upitch

Latching
control

B [254, 255] Num 2013-14 - uhsv
B [223, 256] Num/Exp 2016 MPC uhsv
W [318] Num 2016 - uhsv
B [319] Num 2017 - uhsv
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Table 5.2: Summary table on OWC control strategies, part 2 of 5: Aerodynamic, or TEM,
control. The dashed-horizontal lines divide PID, SMC, and other controllers.

Control Turbine Ref. Test Year Controller Manipulated
approach type type input
Steady
state

W [263] Num 1999 - Tctrl
W [187, 74] Num 2002-04 - Tctrl

B/W [294] Num 2016 - Tctrl
B [119] Num/Exp 2016

- Tctrl/ubypass
- Tctrl/uhsv

B/W [183] Num/Exp 2019 - Tctrl/uhsv
U [320, 321] Exp 2020-21 - Tctrl
W [322] Num 2022 - Tctrl/uhsv

Dynamic
control

W [259] Num 2011
PI Tctrl

ZN–PID uthrottle
W [273] Num 2011 ANN–PI Tctrl
W [260, 323] Num/Exp 2011–13 PI/PID Tctrl/uthrottle
W [262, 276] Num/Exp 2013–15 ZPC–PI Tctrl
W [267] Num 2016 P Tctrl
W [279] Num 2017

PSO–PID uthrottle
FPSOM–PID uthrottle

W [277] Num 2019
HS–PID uthrottle

FGS–PID uthrottle
I [271] Num 2019 GGW–PID Tctrl

W [274] Num 2020 ANN–PI Tctrl
W [278] Num 2020 SGHS–PID uthrottle
W [324] Num 2020 PSO–PID uthrottle
W [275] Num 2020 ANN–PI uthrottle
W [269] Num 2012 SMC Tctrl
W [325] Num 2018 SMC Tctrl
W [284] Num 2018 SMC Tctrl
W [326] Num 2018 SMC Tctrl
B [285] Num 2019 SMC Tctrl/uhsv
I [327] Num 2019 GGW–SOSMC Tctrl

W [286] Num 2020 FGS–SMC Tctrl
W [282] Num 2020 SOSMC Tctrl
B [328] Num 2020 SOSMC Tctrl
B [261] Num 2021 SOSMC Tctrl/uhsv
W [329] Num 1999 - ubypass/uthrottle
I [330, 331] Num 2015–16 - Tctrl
U [287] Num 2017 MPC Tctrl
W [326] Num 2018 BS Tctrl
W [291] Num 2020 BS Tctrl
W [292] Num 2021 FLC Tctrl
W [288] Num/Exp 2021 MPC Tctrl
W [332] Num 2023 FLC Tctrl
W [333] Num 2023 MPC Tctrl
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Table 5.3: Summary table on OWC control strategies, part 3 of 5: W2T control.

Control Turbine Ref. Test Year Controller Manipulated
approach type type input
Steady
state

W/B [294] Num 2016 - Tctrl
B [295] Num 2017 - Tctrl

Dynamic
control

B [293] Num 2022 MPC Tctrl
B [297] Num 2023 IFM Tctrl
B [296] Num 2023 MPC Tctrl
W [62] Num 2024 PS Tctrl

Table 5.4: Summary table on OWC control strategies, part 4 of 5: W2W control.

Control Turbine Ref. Test Year Controller Manipulated
approach type type input
Steady
state

W [60] Num 2023 - Tctrl
W [61] Num 2023 LC Tctrl

Dynamic
control

W [63] Num 2024 PS Tctrl

Table 5.5: Summary table on OWC control strategies, part 5 of 5: Peak-shaving control.

Control Turbine Ref. Test Year Controller Manipulated
approach type type input

Methods based
on bypass valves

W [263] Num 1999 - ubypass
W [298] Num 2003 - ubypass
W [64] Num 2023 - ubypass

Methods based
on HSVs

B [256, 299] Num 2016–17 - uhsv
B [261] Num 2021 - uhsv
B [300] Num/Exp 2023 - uhsv
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As stated in Section 5.3, the vast majority of OWC control strategies in the liter-

ature focus on a simplified control objective, namely turbine efficiency maximisation.

The significant attention on TEM control is due to three main reasons:

1. The lack of suitable actuators makes traditional WEC hydrodynamic con-

trol [146] (which, for OWC WECs, corresponds to the optimisation of the

wave-to-pneumatic energy conversion process) more difficult for OWCs [57].

2. To obtain satisfactory levels of energy production, it is essential to to keep the

turbine operating around its MEP [183].

3. The simplicity of TEM control, being a standard setpoint following control

problem for the turbine rotational speed, is attractive.

129
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These motivations have steered researches to optimise the pneumatic-to-mechanical

energy conversion process, while ignoring the effect of turbine rotational speed on

hydrodynamic and electrical performance [51]. Although TEM control may effectively

work with impulse turbines, for which the hydrodynamic/aerodynamic interaction is

negligible, impulse turbines do not efficiently operate on OWCs where the pressure

oscillations are relatively small [67] and, in this case, a Wells turbine should be

utilised. Hypothetically, a device developer may design an OWC chamber that, for

a specific deployment site, works efficiently with an impulse turbine. However,

such a design solution does not necessarily guarantee the highest economic

benefit, meaning that an OWC equipped with a simpler (and cheaper) Wells turbine

may lower the LCoE. Since Wells turbine damping is a function of Ω, neglecting

the impact of turbine speed on the hydrodynamic subsystem is not a realistic

assumption [56]. In other words, Wells turbine rotational speed control affects

the OWC hydrodynamic performance and, therefore, rotational speed can, and

should, be modulated to improve the overall W2W efficiency of the OWC system

(as opposed to maximise only turbine efficiency). Finally, alongside hydrodynamic

and turbine performance, the characteristics of the electric generator should also

be considered in the complete W2W system (Figure 3.1).

In this chapter, a steady-state W2W control strategy for a Mutriku-like [76] OWC

system, through Wells turbine rotational speed modulation, is devised. The W2W

control problem for WECs can be generally tackled in two different ways. The first

approach is to solve an online nonlinear constrained optimisation problem. A number

of solutions to such optimal control problems for OWCs [62, 63], and other WEC

types [334, 335], have emerged, but the resulting real-time numerical optimisation

problems are complex and, in many cases, convexity is not guaranteed. In contrast

to global optimisation methods, the steady-state W2W control strategy considered

in this chapter follows a somewhat more traditional [49] and simpler method based

on static efficiencies. More specifically, the effect of turbine rotational speed on the

OWC W2W system performance is analysed, and a possible generator power curve

for W2W efficiency maximisation is obtained by solving a static optimisation problem.

Furthermore, the proposed steady-state W2W control approach also allows a direct

comparison (Figure 6.5(a)) with traditional TEM control.

The structure of this chapter is organised as follows. In Section 6.1, some

modelling aspects of the Mutriku-like OWC considered for the study case are

presented, while the control system design approach is described in Section 6.2.

Finally, the discussion of the results and main conclusions are provided in Sec-

tions 6.3 and 6.4, respectively.
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6.1 Study case definition

To asses the performance of the proposed W2W control approach, a Mutriku-like

OWC is selected as a relevant study case, especially since the Mutriku facility is

a well-known, currently operative, grid-connected power plant, which also serves

as a test site for air turbine rotational speed control. For this study, the considered

manipulated inputs are the generator control torque, Tctrl, and the safety valve

position, usafety, which are the essential inputs required to apply W2W control through

turbine rotational speed modulation.

The OWC system dynamics are modelled using the set of equations intro-

duced in Chapter 3, namely the modelling equations for the OWC hydrodynamic

subsystem (3.2) and radiation force (3.3),

(mp + A∞p )v̇ = −ρwgS owcz − S owc∆p + fex −

∫ t

−∞

kr(t − τ) v(τ) dτ,

ż = v,
(6.1)

air chamber (from Equation(3.8), with wbypass = 0),

ṗc

pc
= −γ

(
V̇c

Vc
+

wturb

mc

)
, (6.2)

and PTO (from Equation (3.12), with Pfr = 0),

d
dt

(
1
2

IΩ2
)
= Pturb − TctrlΩ. (6.3)

The frequency dependent hydrodynamic parameters, Ap(ω), Bp(ω), |F̂ex(ω)|, and

∠F̂ex(ω), for one of the Mutriku OWC units are shown in Figure 3.3. To obtain

the frequency dependant hydrodynamic functions, the BEP [158], described in

Section 2.2, is solved using the WAMIT software [164].

As already mentioned in Section 2.2.3.1, a suitable (and less computationally ex-

pensive) linear state space model needs to be adopted to approximate the radiation

convolution integral in Equation (6.1). To this end, the FOAMM toolbox [336], which

carries out a MM-based identification approach [178] (using frequency-domain data),

is utilised to identify the matrices Ar, Br, and Cr of the radiation LTI subsystem in

Equation (2.54), for the heave mode of the considered OWC. A significant advantage

of the FOAMM toolbox, over other possible model reduction techniques, is the

fact that the user can select the frequencies between which the radiation model

interpolates the frequency-domain data, noting that exact matching is obtained at

the chosen frequency points. The order of the identified radiation model, nr, is then

twice the number of interpolation points, shown in Figure 6.1(a). For completeness,
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Table 6.1: OWC system parameters.

Parameter Value Unit Parameter Value Unit
mp 27748 kg I 3.06 kg m2

A∞p 71618 kg κW 0.775 -
ι 4.5 m V0 144 m3

dr 0.75 m S owc 19.35 m2

Figure 6.1(b) compares the radiation kernel from WAMIT, kr(t), and its corresponding

approximation obtained using FOAMM toolbox, with nr = 18.

The dimensionless model for the Wells turbines installed at Mutriku is shown

in Figure 3.4(a), while the Wells turbine damping is given in Equation (3.18).

To compute the electric power, the dimensionless generator efficiency map in

Figure 6.2 [110] is used, and electric power is computed as Pelec = Pturbηgen, where

ηgen is the electric generator efficiency. Finally, the system parameters in Table 6.1

complete the W2W model of the Mutriku-like OWC considered in this chapter

for control design.

Figure 6.1: Radiation convolution approximation with FOAMM. (a) Radiation damping with
the interpolation points selected in FOAMM, indicated by the orange crosses; (b) radiation
kernel from WAMIT and FOAMM approximation.

To characterise the typical wave climate at the Mutriku power plant, eight

different irregular sea states (SS1 - SS8) [76], generated from JONSWAP spectral

density functions [180] (Equation (2.57)) with peak shape parameter γJ = 3.3, are

considered. The significant wave height, Hs, and peak period, Tp, of the considered

sea states at Mutriku [76] are listed in Table 6.2. It should be noted that the

stochastic parameters characterising the eight SSs, SS1 - SS8 in Figure 6.3(a),

result from wave measurements gathered at an undisturbed location, which is
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Figure 6.2: Electric generator efficiency, ηgen, as a function of the dimensionless rotational
speed, Ω/Ωmax, and the dimensionless control torque, Tctrl/T max

ctrl . Ωmax and T max
ctrl are,

respectively, the maximum allowable rotational speed and the maximum control torque.
Adapted from [110].

relatively far from the actual location of the Mutriku facility. To take into account the

wave shoaling effect1 characterising the ocean waves at Mutriku power plant [337],

the JONSWAP spectra, S J(ω), are modified using an attenuation function [183],

φmtrk(ω). Using the φmtrk(ω), shown in Figure 6.3(b), the JONSWAP spectra at

Mutriku, S mtrk, are obtained as

S mtrk = S J(ω)φmtrk(ω). (6.4)

To generate an irregular wave time series, with the statistical properties of the target

S mtrk, a linear superposition of harmonic waves of different random frequencies,

amplitudes, and phases is used, as detailed in [182].

6.2 Control system design

This section details the design procedure for the OWC W2W control approach

proposed in this chapter.

1Wave shoaling is the change in behaviour and shape of the oceans waves, as they propagate
into water of decreasing depth.
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Figure 6.3: Mutriku wave climate modelling: (a) JONSWAP spectral density functions for
the SSs in Table 6.2 and (b) attenuation function, φmtrk(ω).

6.2.1 Effect of turbine rotational speed

To better understand the impact of turbine rotational speed on each subsystem of

the Mutriku-like OWC device presented in Section 6.1, a numerical investigation is

carried out considering fifteen evenly spaced constant values of Ω, ranging from 50

to 400 rad/s. Subsequently, for each value of Ω, numerical simulations are run for the

eight irregular sea states (SS1 - SS8) in Figure 6.3(a) and, ultimately, 120 different

conditions are tested (i.e., 15 values of Ω and 8 SSs). In order to obtain statistically

sound results [182], for each tested condition, 20 distinct realizations are run, for

1200 s each, using a time step of 0.01 s, for different random phase initialisations

For each realization, the time-averaged turbine efficiency, η̄turb, pneumatic power,

P̄pneu, turbine power, P̄turb, and electric power, P̄elec, are calculated. Additionally,

the hydrodynamic capture width ratio (CWR), ξhydro, aerodynamic CWR, ξaero, and

Table 6.2: Parameters of the sea states.

Sea state Hs (m) Tp (s)
SS1 0.88 6.40
SS2 1.03 7.55
SS3 1.04 8.75
SS4 1.08 11.05
SS5 1.48 14.55
SS6 1.81 15.70
SS7 2.07 16.90
SS8 3.20 14.55
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electric CWR, ξelec, expressed as

ξhydro =
P̄pneu

P̄wave ι
, (6.5a)

ξaero =
P̄turb

P̄wave ι
= ξhydroη̄turb, (6.5b)

ξelec =
P̄elec

P̄wave ι
= ξaeroη̄gen = ξhydroη̄turbη̄gen, (6.5c)

are also computed. In Equation (6.5), P̄wave is the time-averaged wave power per

metre of wave crest, η̄gen is the time-averaged generator efficiency, and ι is the

OWC capture width. In essence, ξhydro is the hydrodynamic efficiency, ξaero the

wave-to-mechanical efficiency, and ξelec is the OWC W2W efficiency. Figure 6.4

shows the mean value of the quantities of interest, computed from 20 realizations,

for three different sea states, namely (a) SS1, (b) SS4, and (c) SS8.

Figure 6.4: Effect of Ω on the OWC system performance, for three sea states: (a) SS1, (b)
SS4, and (c) SS8.

6.2.2 Control system design

Figure 6.5(a) shows, for each sea state (SS1 - SS8), the value of P̄elec (i.e., the eight

blue curves) as a function of Ω and, moreover, two different generator control curves.

The yellow dashed curve represents a traditional TEM control approach, while the

orange curve is the proposed control approach for W2W efficiency maximisation. As

shown in Figure 6.5(a), it is clear that the TEM control approach does not necessarily
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Figure 6.5: (a) The blue curves represent P̄elec, as a function of Ω, for different sea states
(SS1 - SS8). Furthermore, the power curves, Pw2w

ctrl from Equation (6.8), and Ptem
ctrl from

Equation (6.6), are also shown. (b) Contribution of the linear and exponential terms (6.8) to
Pw2w

ctrl , with a focus (i.e., the blue shaded area) on the low speed region.

maximise electric power production, since the yellow curve often departs significantly

from the maximum power points (i.e., the peaks of the eight blue curves).

As already mentioned in Section 5.2.2.1, a TEM control law has the follow-

ing general form

T tem
ctrl = Ptem

ctrl /Ω = a1Ω
a2 , (6.6)

where the control parameters a1 and a2 are selected in order to operate the turbine

at its maximum efficiency point, i.e., Ψmep. Therefore, the control parameters in

Equation (6.6) are set as a1 = ρair d5
r fΠ(Ψmep) and a2 = 2, where a1 is approximately

constant, since ρair ≈ ρ0 (see, for instance, Figure 6.12(b)). To maximise the

efficiency of the Wells turbine in Figure 3.4(a), a1 = 3 × 10−4. To avoid exceeding

the maximum allowable control torque and the PTO rated power, the control law

in Equation (6.6) is augmented to:

T tem
ctrl = min

(
a1Ω

a2 ,T max
ctrl ,

Prated

Ω

)
. (6.7)

A possible W2W efficiency maximising control approach for the generator is

found by fitting a suitable curve, Pw2w
ctrl , to the peak values of the set of P̄elec curves in

Figure 6.5. For the OWC system considered in this chapter, Pw2w
ctrl is of the type

Pw2w
ctrl = b1 + b2Ω︸     ︷︷     ︸

linear term

+ c1 expc2 Ω︸     ︷︷     ︸
exponential term

, (6.8)

where b1 = 136.088, b2 = 0.739, c1 = 1.151, and c2 = 0.0337. As shown in

Figure 6.5(b), the linear term determines the value of Pw2w
ctrl when Ω is relatively low
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(< 100 − 120 rad/s), while the exponential term becomes the dominant component

of Pw2w
ctrl when the value of Ω is relatively high (> 200 rad/s). Subsequently, a W2W

efficiency maximising (unconstrained) control law is found as

T w2w
ctrl = Pw2w

ctrl /Ω = (b1 + b2Ω + c1 expc2 Ω)/Ω, (6.9)

and, similarly to TEM control, Equation (6.9) is extended as

T w2w
ctrl = min

(
b1 + b2Ω + c1 expc2 Ω

Ω
,T max

ctrl ,
Prated

Ω

)
. (6.10)

It is important to note that, in contrast to the TEM control law in Equation (6.6),

which is derived analytically [263], the W2W efficiency maximising approach in

Equation (6.9) is obtained purely from data, therefore is specific for the considered

Mutriku-like OWC detailed in Section 6.1.

For both control approaches (i.e., Equations (6.7) and (6.10)), the safety valve

position is controlled as follows:

usafety =

1 (normal mode) if Ω ≤ Ωmax,

0 (safety mode) else.
(6.11)

If Ω ≤ Ωmax, that is under normal operating conditions, the safety valve is fully

open, i.e., usafety = 1. When Ω > Ωmax, the safety valve is closed, namely usafety = 0,

and the OWC device enters a safety mode until rotational speed decreases below

a user-defined threshold value, Ω < Ωthr = 0.7Ωmax, at which point the safety

valve is reopened. In the numerical simulation, the control constraints for the

considered OWC system are set [183], as T max
ctrl = 216.5 Nm, Prated = 18.5 kW,

and Ωmax = 400 rad/s.

Table 6.3: Results of the simulations.

TEM control (6.7) W2W control (6.10)
Sea state η̄turb ξhydro ξelec η̄turb ξhydro ξelec ∆P̄elec

(%) (%) (%) (%) (%) (%) (%)
SS1 36.3 33.5 2.3 29.5 32.5 2.3 ∼ 0
SS2 36.4 34.6 4.2 30.0 35.1 4.2 ∼ 0
SS3 37.2 39.1 7.7 31.6 43.7 8.0 3.7
SS4 38.3 49.3 13.0 34.8 53.1 13.6 4.4
SS5 37.8 38.9 10.3 37.3 43.3 11.0 6.4
SS6 38.5 37.4 10.5 38.1 40.6 12.1 13.2
SS7 38.8 34.5 10.9 38.5 36.6 11.5 5.2
SS8 36.0 36.1 6.3 33.4 44.6 12.0 47.5
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6.3 Result and discussion

Table 6.3 reports the percentage values of ξhydro, η̄turb, ξelec, and relative increase

in electrical power, ∆P̄elec, computed using TEM (6.7) and W2W (6.10) control.

For each control strategy, numerical simulations are run for 1200 s with a time

step of 0.01 s, and the results in Table 6.3 are the mean values obtained from

20 sea state realizations.

Figure 6.6: (a) Impact of Ω on wturb (therefore on ζW), for two different values of ∆p, and (b)
effect of Ω on wturb and ∆p.

6.3.1 Discussion of the results

In Figure 6.4, it is possible to note that the turbine MEP does not coincide with the

optimum operating points for the hydrodynamic subsystem and electric generator.

To solely maximise turbine efficiency, since ηturb is only a function of Ψ, and since

Ψ ∝ ∆pΩ−2, Ω should increase in relatively high-energy SSs (Figure 6.4(c)), where

large pressure levels are available in the chamber. In low-energy SSs, Ω should

decrease (Figure 6.4(a)) to keep Ψ around Ψmep.

Since Wells turbine damping is a function of Ω, as ζW ∝ Ω−1, hydrodynamic

performance (namely, Ppneu and ξhydro) is influenced by rotational speed control.

In particular, the effect of Ω on the hydrodynamic part increases when medium-

to-high wave energy levels are available (Figure 6.4(b) and (c)), and vice-versa

(Figure 6.4(a)). In fact, with high pressure levels in the pneumatic chamber,

turbine damping is more significantly affected by variations in Ω, as shown in

Figure 6.6(a). In general, an increase in Ω yields a stronger blockage effect on

the turbine air flow and, consequently, wturb decreases, while ∆p tends to increase

(Figure 6.6(b)). Ultimately, to maximise P̄pneu (or ξhydro), a trade-off between ∆p
and wturb has to be made.
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Figure 6.7: Time series of the (a) pneumatic power, Ppneu, (b) turbine power, Pturb, and (c)
electric power, Pelec, obtained using TEM and W2W control, for one realisation of SS4.

From Table 6.3, in comparison to the TEM control, W2W control improves the

values of ξelec, albeit moderately penalising η̄turb. When Ω is modulated, taking

into account the whole (W2W) OWC system, P̄elec significantly increases (P̄%
elec in

Table 6.3), particularly for medium-to-high energy sea states (i.e., SS3 - SS8),

where the impact of Ω on each OWC subsystem is more noteworthy. For instance,

Figures 6.7, 6.8, and 6.9 show the time series of some quantities of interests, in SS4,
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for both TEM and W2W control. As expected, electric power production is superior

with W2W control (Figure 6.7(c)), at the cost of a lower turbine efficiency (Figure 6.8).

For the sake of completeness, some variables of interests, for a realization of SS4,

with W2W control, are shown in Figure 6.12.

Figure 6.8: Time series of the (a) turbine efficiency, ηturb, and (b) a focus on ηturb (from
t = 620 s to t = 680 s), obtained using TEM and W2W control, for one realisation of SS4.

In SS4, since Tp of SS4 is close to the heave mode resonance period of the

Mutriku plant [183], ξhydro is relatively high, both with TEM control (ξhydro = 49.3%)

and W2W control (ξhydro = 53.1%). In other words, for SS4, the hydrodynamic part

of the OWC naturally works close to its optimum operating point (i.e., the resonance

condition), meaning that the benefit of using W2W, as opposed to TEM, control on

ξhydro is more marginal. Finally, since the orange curve almost intersects the yellow

dashed curve at SS7 (Figure 6.5(a)), meaning that the two control approaches

are similar to each other, the performance obtained with TEM and W2W control

is similar in SS7, as shown in Table 6.3.

In Figure 6.7, in the time interval t = 610˘680 s, Pelec with TEM control is greater

than Pelec with W2W control. This inversion is arguably due to the time constant

of the OWC system and how the inherent system inertia affects the OWC control
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Figure 6.9: Time series of the (a) generator control torque, Tctrl, and (b) turbine rotational
speed, Ω, obtained using TEM and W2W control, for one realisation of SS4.

history. Investigating such aspect in detail is beyond the scope of this thesis but

may be the objective of future works.

6.3.2 Main control co-design aspects

As already mentioned in Section 5.1.4, CCD techniques can significantly help

to achieve the optimum control-informed WEC design [228] and are essential to

minimise the LCoE. As such, it is worth highlighting some key co-design aspects

related to W2W control.

As already stated, W2W efficiency maximisation, through turbine rotational

speed modulation, is particularly suitable for a specific type of turbine, namely a

Wells turbine. For instance, Figure 6.10 shows the values of ξhydro and η̄turb obtained

in SS4, using two different turbines, for different constant values of Ω. For each

turbine type, the shaded area represents the range of possible values of ξhydro,

as Ω varies from 50 rad/s to 400 rad/s. In contrast to the Wells turbine case, the

variation of ξhydro with Ω is only marginal for the biradial turbine (the model for

which is shown in Figure 3.4(b)), meaning that hydrodynamic performance is only
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moderately affected by Ω and, therefore, W2W efficiency maximisation through

the modulation of Ω is expected to be less effective. For the Wells turbine, ξhydro

varies from 0.19 (for Ω = 50 rad/s) to 0.63 (for Ω = 400 rad/s), meaning that a

somewhat more careful modulation of Ω is required to consider the effect of the

hydrodynamic/aerodynamic interaction. Furthermore, the two green circles highlight

the condition in which ξturb is maximised, highlighting the case in which the best

trade-off between turbine and hydrodynamic performance is achieved, while the two

blue dotted circles indicate the condition in which ξelec is maximised. It should be

noted that, for the Wells turbine, the maximum values of ξhydro, η̄turb, ξaero, and ξelec

are found at four different operating points. For the biradial turbine, when η̄turb is

maximum, ξelec and ξaero are also maximised, meaning that rotational speed control

is, to some extent, more straightforward.

Figure 6.10: ξhydro and η̄turb for fifteen constant values of Ω, in SS4. For each turbine type,
the corresponding shaded area represents the range of possible values of ξhydro.

To use W2W control for OWC WECs to its full potential, a turbine with a relatively

flat efficiency curve should be designed/installed. Indeed, with a flat and high-valued

turbine efficiency characteristic, Ω could be more freely modulated to improve

hydrodynamic, and electric, performance, without excessively penalising ηturb. In

other words, the control envelope (possibility) forΩ increases. However, if the turbine

efficiency curve is relatively peaky, rotational speed control should prioritize turbine

performance; otherwise, unsatisfactory levels of electric energy are produced.
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6.4 Conclusions

In light of the discussion in Section 6.3.1, Wells turbine rotational speed control

affects all the energy conversion processes of an OWC system. As such, electric

energy production significantly improves (e.g., Figure 6.11) if rotational speed is con-

trolled while considering the complete W2W OWC system, especially for the most

interesting operating conditions (i.e., the medium-to-high energy SSs). Additionally,

to take full advantage of W2W control, it is vital to consider CCD aspects.

It should be noted that, in comparison with TEM control, the proposed W2W

control strategy not only improves electric energy production, but also reduces

the LCoE. Indeed, since the number of actuators does not vary, CapEx remains

unchanged. Furthermore, since the main difference between TEM and the proposed

W2W control is a slightly different modulation of Ω, as shown in Figure 6.9, the

impact of the control action on OpEx [316] is expected to be similar, meaning that

OpEx is also unlikely to change significantly.

Finally, it is important to note that, in this work, the impact of model uncertainties

on the results of the simulation is not considered, and such aspect needs further

investigation. In any case, given the crucial role of the air turbine on the overall

OWC WEC performance, one can expect that turbine model uncertainties will

impact W2W control much more significantly than hydrodynamic model uncertainties.

Furthermore, some of the mean values of ξelec in Table 6.3 are close to each other.

In future works, to better assess the improvement in electricity production when

using W2W control, the standard deviations of ξelec should be considered.
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Figure 6.11: Electric energy production over 900 s using TEM and W2W control, for a
realization of SS4.
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Figure 6.12: Time series obtained using W2W control, for one realisation of SS4.(a) OWC
position, z, and velocity, ż; (b) air chamber density, ρc, and air chamber volume, Vc; (c)
pressure difference, ∆p, and turbine mass flow rate, wturb; (d) dimensionless pressure head,
Ψ, and dimensionless turbine mass flow rate Φ.
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In traditional WEC hydrodynamic control, the energy maximising control problem

can be written, in the frequency-domain, as an impedance-matching problem (5.6).

However, as already mentioned in Section 5.2.1.1, such a control formulation suffers

from certain limitations (e.g., it is only specified at a single excitation frequency and

does not consider constraints), which have significant implications in terms of actual

control implementation [146]. As an alternative to control approaches based on

the impedance-matching principle, optimal control strategies for energy (usually

mechanical energy) maximisation have been developed for different types of WECs,

especially to address the problem of WEC control in irregular waves and to make

147
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use of optimal constraint handling. Since the ocean wave FSE is relatively easy

to predict [338], MPC and MPC-like (i.e., spectral and moment-based) non-causal

control strategies have been extensively considered in WEC control. For a review

on WEC optimal control, see, for example, [50].

In OWCs, the two main issues associated with traditional TEM control (Sec-

tion 5.2.2) are: (i) the oversimplification of the control objective (as discussed in

Section 5.1) and (ii) nonoptimal constraint handling. Although the steady-state W2W

control strategy presented in Chapter 6 offers a relatively simple solution to the

first issue, the corresponding control law (Equation (6.9)) is derived, similarly to

TEM control, without explicitly considering constraints, and is only subsequently

augmented to avoid constraint violations (Equation 6.10), resulting in constrained

optimal control, rather than optimal constrained control. In this chapter, to tackle

aforementioned issues (i) and (ii), a receding-horizon pseudospectral (RHPS)

optimal control approach for electric energy maximization of OWC systems is

developed, and numerically tested on the Mutriku-like OWC model introduced in

Section 6.1. Once again, given the interesting possibility of affecting hydrodynamic

performance through speed modulation, a Wells turbine is considered in the study

case. Despite the fact that the impact of biradial turbine rotational speed on OWC

hydrodynamic efficiency is (almost) negligible [60], some energy maximising control

solutions, using nonlinear MPC [293, 296], and IFM [297], have been proposed,

as reported in Table 5.3.

Pseudospectral (PS), or collocation, methods belong to a family of techniques,

known as mean weighted residual (MWR) methods [339], used to discretize partial

differential equations and integrals. In PS methods, which are a branch of so-called

spectral methods, state, and control, variables are approximated by a basis function

expansion. Early applications of PS optimal control emerged in the late 80s [340],

and in the 90s [341], although PS control has been more systematically used only

in relatively recent years, mostly in aerospace [342]. Over the last decade, PS

control has been also considered to tackle the energy maximising WEC OCP on, for

instance, a nonlinear flap-type WEC (2014) [335] , a HPA WEC (2016) [343] , and an

oscillating surge WEC (2017) [344]. In comparison to MPC [289], PS optimal control

is an attractive solution to address the WEC OCP, especially due to the relatively fast

convergence rate [335] provided by the PS discretization method, resulting in a more

computationally efficient nonlinear program. Additionally, the PS representation

allows an analytic simplification of the radiation convolution integral (Section 7.2.2),

which appears in the WEC hydrodynamic model (e.g., Equation (6.1)), as opposed

to the traditional approach of using a model reduction technique to approximate the

convolution term with a suitable finite-order state space model [345].
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The reminder of the chapter is organised as follows. Section 7.1 illustrates the

PS formulation, and solution outline, for a generic control problem. In Section 7.2,

the proposed RHPS control method for OWCs is detailed. Finally, discussion of the

results and conclusions are given in Sections 7.3 and 7.4, respectively.

7.1 Pseudospectral control

In PS control, the original infinite-dimensional OCP is directly transcribed (e.g.,

[346]), meaning that the associated input, and state, variables are suitably dis-

cretized, into a finite-dimensional nonlinear program. This section serves as an

illustrative example of PS control, for a generic control problem. For clarity, a bold

text is used to indicate vectors and matrices.

7.1.1 Pseudospectral representation

Consider a generic dynamical system, written as

ẋ = f(x(t),u(t), t) t ∈ [0, T ], (7.1)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input vector, and

f : Rn ×Rm ×R→ Rn. Furthermore, suppose that the OCP is to find uopt, namely the

optimal control input, which minimises (or maximises) the following cost functional:

J =
∫ T

0
h(x(t),u(t), t)dt, h : Rn × Rm × R→ Rn, (7.2)

subject to the dynamic of the system (7.1) and any state/input constraint.

The i-th component of x(t) (i = 1, . . . n), and the j-th component of u(t) ( j =

1, . . .m), can be approximated using a basis function expansion, as

xi(t) ≈ xM
i (t) :=

M∑
q=1

x̃iqθq(t) = Θ(t)x̂i, (7.3)

and

uj(t) ≈ uM
j (t) :=

M∑
q=1

ũjqθq(t) = Θ(t)ûj, (7.4)

respectively. The term θq(t) in Equations (7.3) and (7.4) indicates the q-th basis

function. On the right-hand side of Equations (7.3) and (7.4), the vectors of the

unknown coefficients, x̂i and ûj, can be expressed, as

x̂i = [x̃i1, . . . x̃iq, . . . x̃iM]⊺, ûj = [ũj1, . . . ũjq, . . . ũjM]⊺, (7.5)
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while Θ(t) is written as

Θ(t) = [θ1(t), . . . θq(t), . . . θM(t)]. (7.6)

For brevity of notation, it is convenient to introduce the matrices X ∈ RM×n and

U ∈ RM×m, as

X = [x̂1, . . . x̂i, . . . x̂n], (7.7)

and

U = [û1, . . . ûj, . . . ûm], (7.8)

respectively. Due to approximations (7.3) and (7.4), the cost functional (7.2)

exclusively depends on the M(n + m) parameters of X and U. Therefore, the

OCP is now finite-dimensional.

If the state approximation in (7.3), control input approximation in (7.4), and

ẋi(t) ≈ ẋM
i (t) :=

M∑
q=1

x̃iqθ̇q(t) = Θ̇(t)x̂i, (7.9)

are substituted into the generic system in (7.1), the i-th dynamic equation can

be written, in residual form, as

ri(t) = ẋM
i (t) − fi(xM(t),uM(t), t), (7.10)

where xM and uM are, respectively, the vectors of the approximated n state variables

(in Equation (7.3)) and m control inputs (in Equation (7.4)).

7.1.2 Minimisation of residuals

The M(n+m) optimal parameters, namely x̂i and ûj in Equation (7.5), which minimise

the n residuals, ri(t), in Equation (7.10), can be obtained using a collocation, or

PS, method. In essence, the system dynamic is ‘collocated’ upon Nc nodes (or

collocation points), tk, or, equivalently, the system dynamic equation is satisfied

at the collocation points, meaning that

ri(tk) = Θ̇(tk)x̂i − fi(X,U, tk) = 0. (7.11)

Finally, a suitable quadrature formula is utilised to approximate the functional in

Equation (7.2), as

J =
∫ T

0
h(X,U, t)dt ≈

Nc∑
k=0

h(X,U, tk). (7.12)
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Ultimately, the original OCP, namely to find uopt that maximises (or minimises)

the functional in (7.2), subject to the system dynamic (7.1) and constraints on x(t)
and u(t), is now simplified to the following finite dimensional optimisation problem:

Find X and U to maximise (or minimise) the functional in (7.12) subject to state/input

constraints and to the equality constraints due to the system dynamics (7.11). The

simplified finite-dimensional problem is essentially a system of n × Nc equations

(i.e., n state variables and Nc nodes).

7.2 RHPS control for OWCs

In this section, the proposed RHPS control method is applied to the Mutriku-

like OWC detailed in Section 6.1, with the system parameters specified in Table

6.1. However, for computational simplicity of the optimisation problem, only linear

constraints, namely the constraints on the maximum allowable speed, Ω ≤ Ωmax,

and maximum generator torque, Tctrl ≤ T max
ctrl , are considered in the optimisation at

this stage. Since, in contrast to TEM and steady-state W2W control (Chapter 6.2),

RHPS control may require reactive (negative active) power at some point of the

wave energy conversion cycle, and negative values of Tctrl may occur. For most

WECs, reactive power is required when WEC velocity and PTO force have opposite

signs [347] but, due to the turbine rectifying property, the rotational speed of self-

rectifying turbines is always positive (Figure 7.1). Therefore, the electric power is

calculated as Pelec = sgn(Tctrl)Pturbηgen. For completeness, a typical time trace of

the absorbed wave power for a generic WEC, under optimal control conditions,

is shown in Figure 7.2.

It is important to note that OWC RHPS control requires wave excitation force

prediction, although, in this work, full knowledge of the excitation force is assumed.

To the best of the author’s knowledge, the impact of prediction errors on OWC

optimal control has never been investigated and may be the objective of future works.

However, some studies on the degradation of optimal control performance due to

wave excitation force prediction errors can be found, for instance, in [348, 349].

7.2.1 OWC OCP formulation

For the considered Mutriku-like OWC, the state vector and control input are ex-

pressed, as

x(t) = [z(t) v(t) ∆p(t) Ω(t)]⊺, (7.13)
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Figure 7.1: Active, and reactive, power region for a generic WEC and an OWC WEC with a
self-rectifying air turbine, under optimal control. Figure adapted from: [347].

Ac�ve Power Flow Region

Reac�ve Power Flow Region

Figure 7.2: Typical time series of the absorbed power for a generic WEC under optimal
control. Figure adapted from: [347].

and

u(t) = Tctrl(t), (7.14)

respectively. The electric energy maximising OWC OCP is therefore: Find Tctrl(t)
to maximise electric energy production, written as

J =
∫ T

0
Tctrl(t)Ω(t) ηgen(Tctrl,Ω)dt, t ∈ [0 T ], (7.15)

subject to the OWC system dynamics, defined in Equations (6.1) (hydrodynamic

model), (6.2) (air chamber model), and (6.3) (PTO model), and the following state

and input linear constraints:

Tctrl(t) ≤ T max
ctrl ,

Ω(t) ≤ Ωmax.
(7.16)
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7.2.2 Fourier PS approximation

Among different possible choices of basis functions [343], a simple and compu-
tationally efficient truncated Fourier series (zero-mean trigonometric polynomial)
is attractive, especially in light of the oscillatory nature of ocean waves. Using a
Fourier PS approximation, the states and input are approximated as

xi(t) ≈
M∑

q=1

xc
iqcos(qω0t) + xs

iqsin(qω0t) = Θ(t)x̂i

u(t) ≈
M∑

q=1

uc
qcos(qω0t) + us

qsin(qω0t) = Θ(t)û,

(7.17)

and, furthermore, the derivative of the i-th approximated state variable is expressed
as

ẋM
i = Θ̇(t)x̂i = Θ(t)Dθx̂i, (7.18)

where ω0 = 2π/T is the fundamental frequency and Dθ ∈ R2M×2M is the block
diagonal derivative matrix. The q-th block of Dθ ∈ R2M×2M is written as

Dq
θ =

[
0 qω0

−qω0 0

]
. (7.19)

The residual forms of the system dynamic equations (namely, Equations (6.1),
(6.2), and (6.3)) collocated, using Equations (7.17) and (7.19), at Nc evenly spaced
collocation points tk, with Nc sufficiently large (Ncgenerally depends on the behaviour
of the approximated state/control functions, type of basis functions, and length of
the prediction horizon), are expressed as:

r1 =Dθx̂1 − x̂2,

r2(tk) =mpΘ(tk)Dθx̂2 + ρwgS wΘ(tk)x̂1 + S wΘ(tk)x̂3 + Θ(tk)Gθx̂2 − fex(tk),

r3(tk) =Θ(tk)Dθx̂3 +
(
Θ(tk)x̂3 + p0

) γ

V0 − S wΘ(tk)x̂1

(
−S wΘ(tk)x̂2 +

dr

ρcκ

Θ(tk)x̂3

Θ(tk)x̂4

)
,

r4(tk) =Θ(tk)Dθx̂4 − (ρaird5
r fΠΘ(tk)x̂4Θ(tk)x̂4 − Θ(tk)û)/I.

(7.20)

The block diagonal matrix Gθ ∈ R2M×2M in (7.20) results from the approximation,
obtained with the PS formulation (see, e.g., [335]), of the radiation convolution
integral, written as∫ t

−∞

kr(tk − τ)xM
2 (τ)dτ = Θ(tk)(Gθ − A(∞)Dθ)x̂2, (7.21)

and the q-th block of Gθ is

Gq
θ =

[
B(qω0) qω0A(qω0)

−qω0A(qω0) B(qω0)

]
. (7.22)
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7.2.3 OWC OCP simplification

By substituting the approximations in Equation (7.17) into (7.15) and (7.16), the

cost functional and the state/input constraints become, respectively,

J =
∫ T

0
Θ(t)ûΘ(t)x̂4 ηgen(Θ(t)û,Θ(t)x̂4) dt, (7.23)

and

Θ(t)û ≤ T max
ctrl ,

Θ(t)x̂4 ≤ Ω
max.

(7.24)

Since this paper adopts a receding-horizon (RH) approach to tackle the OWC OCP,

T in (7.23) is replaced with the length of the prediction horizon, Th. Ultimately, the

simplified OWC OCP is to find x̂i and û to maximise the approximated cost functional,

in Equation (7.23), subject to the state/input constraints, in Equation (7.24), and to

the system dynamic (i.e., the residuals in Equation (7.20) are zero at the Nc nodes).

7.3 Result and discussion

To asses the performance of RHPS control, with respect to that obtained using TEM

(Equation (6.7)), and steady-state W2W (Equation (6.10)) control, 20 realisations

are run for 1200 s, with a time step of 0.01 s, for each SS in Table 6.2. Additionally,

for RHPS control, the RH time step is 0.5 s, M = 20, and Th = 10 s, which is a

reasonable RH time window for wave prediction [338, 252]. Due to its capability

of handling large sparse matrices, an interior-point method [350] is utilised to

solve the optimisation problem, detailed in Section 7.2. The numerical method

is implemented by the fmincon function in Matlab® [351], with default options

for barrier parameter updates and Hessian calculations. Finally, to obtain a fair

comparison among the considered control strategies, the control torque of the

proposed RHPS control is set as follows:

T rhps
ctrl = min

(
T opt

ctrl ,
Prated

Ω

)
, (7.25)

where T opt
ctrl is the optimal control solution.

It should be noted that the use of Fourier series to approximate non-periodic

functions, in a RH framework, generates a discontinuity problem at the time window

boundaries, known as the Gibbs phenomenon [352]. To solve this issue, alternative

basis functions, such as half-range Chebyshev-Fourier (HRCF) basis functions [343],

can be utilised, although the control synthesis process becomes more laborious, due
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to the more complex description of the HRCF functions. Alternatively, to avoid the

discontinuity problem, this work adopts the pragmatic option of keeping the Fourier

basis functions by employing the solution detailed in [352], which proposes the

construction of a buffer zone using an interpolating smoothing polynomial function.

Apart from the solution offered by [352], another suitable option for retaining a

Fourier PS approach, within a RH framework, is that of applying a windowing

function to the (finite-time) wave excitation [353].

7.3.1 Discussion of the results

Tables 7.1 and 7.2, as well as Figures 7.3 and 7.6, compare RHPS control per-

formance to, respectively, TEM and W2W control performance. Furthermore,

Figures 7.4 and 7.5, and Figures 7.7 and 7.8, show, for each control strategy,

the time traces of some variables of interest in, respectively, SS6 and SS7.

7.3.1.1 RHPS and TEM control

Table 7.1: Results of the simulations: RHPS and TEM control.

TEM control RHPS control
Sea state η̄turb ξhydro ξaero ξelec η̄turb ξhydro ξaero ξelec ∆P̄elec

(%) (%) (%) (%) (%) (%) (%) (%) (%)
SS1 36.3 33.5 12.2 2.3 35.5 35.1 12.5 2.3 ∼ 0
SS2 36.4 34.6 12.6 4.2 32.9 36.5 12.0 4.2 ∼ 0
SS3 37.2 39.1 14.5 7.7 36.9 44.0 16.2 8.2 6.1
SS4 38.3 49.3 18.9 13.0 38.0 52.8 20.1 14.0 7.1
SS5 37.8 38.9 14.7 10.3 36.0 47.3 17.0 11.2 8.0
SS6 38.5 37.4 14.4 10.5 37.2 52.2 19.3 12.4 15.3
SS7 38.8 34.5 13.4 10.9 31.0 45.5 14.2 12.2 10.6
SS8 36.0 36.1 13.0 6.3 30.5 50.1 15.3 13.1 51.9

In Table 6.3, η̄turb, ξhydro, ξaero, ξelec, and ∆P̄elec, for RHPS and TEM control,

are reported. Similarly to steady-state W2W control (see Section 6.3.1), when

the available wave power is significant (i.e., SS3 - SS8), RHPS control increases

ξelec compared to TEM control, while lightly penalising η̄turb. In terms of OWC

W2W behaviour, the eight tested SSs (SS1 - SS8) can be divided into four groups,

namely (i) low-energy (SS1-SS3), (ii) medium-energy (SS5-SS6), (iii) medium-to-

high-energy (SS7-SS8), and (iv) near-resonance (SS4) SSs. To this end, Figure 7.3
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Figure 7.3: Graphical representation of efficiencies (and CWRs) obtained with RHPS
control (■) and TEM control (♦), for four different sea states (namely SS1, SS4, SS6, and
SS8). For each sea state, the values of ξhydro (top), η̄turb (left), ξaero (bottom), and η̄gen (right)
are reported. The external black circles represent an ideal (i.e., unitary) efficiency/CWR
value, while the three dashed circles indicate the isolines for efficiency values equal to 0.25,
0.50, and 0.75.

shows η̄turb, ξhydro, ξaero, and η̄gen, for RHPS and TEM control, in four different SSs
(one from each group).

Regardless of the control approach, ξelec is always relatively small in low-energy
SSs (SS1-SS3), especially since the generator operates inefficiently at low rotational
speeds. For instance, as shown in Figure 7.3, for SS1, η̄gen < 0.25.

The W2W efficiency notably increases for medium-energy SSs (SS5-SS6),
where the superior ξelec achieved by RHPS control is primarily due to the high
value of ξaero, meaning that the wave-to-turbine energy conversion process is
more efficient. Indeed, with RHPS control, ξhydro is significantly improved without
excessively penalizing η̄turb, as shown in Table 7.1 and Figure 7.3, for SS6. The
higher ξhydro obtained with RHPS control is arguably a result of the larger pressure
peaks (see, for example, Figure 7.4), which consequently lead to an increase in
the available pneumatic power (as shown in Figure 7.5).

For high-energy SSs (SS7-SS8), the larger ξelec, obtained with RHPS control,
is mainly due to the significantly high value of η̄gen (Figure 7.3, SS8), meaning that
the generator is consistently operating in its high efficiency region. Furthermore,
in comparison to TEM control, RHPS control also increases ξhydro in SS7-SS8.
However, since η̄turb drops dramatically, ξaero only marginally contributes to the
improvement in ξelec, especially if compared to the leading role played by η̄gen.

Finally, the highest values of ξhydro and ξelec are unsurprisingly achieved in SS4
(for both TEM, and RHPS, control). Indeed, the Tp of SS4 is close to the heave
mode resonant period of the considered OWC WEC (i.e., close to the design
operating condition) and, therefore, the OWC system naturally operates in near-
optimal conditions, with only a moderate control effort needed. In this peculiar
operating condition, the efficiencies/CWRs obtained with RHPS, and TEM, control
are rather evenly balanced, as indicated by the fact that the green/orange shaded
areas in Figure 7.3, for SS4, are alike.
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Figure 7.4: Time traces, from a realization of SS6, of the chamber pressure difference, ∆p,
using TEM (∆ptem), RHPS (∆prhps), and steady-state W2W (∆pw2w) control.

7.3.1.2 RHPS and steady-state W2W control

On the one hand, in low-to-medium energy SSs (SS1-SS6), the W2W efficiency

provided by RHPS and steady-state W2W control are comparable to each other,

meaning that RHPS control only marginally improves ξelec. Furthermore, as already

mentioned in Section 7.3.1.1, the considered OWC effortlessly (i.e., without exces-

sive control action) operates in near-optimal conditions in SS4, since Tp is close

to the heave mode resonance period. As such, all the OWC subsystems work at

relatively high efficiency values in SS4, with only minor differences between RHPS

and static-efficiency-based W2W control (Table 7.2 and Figure 7.6, SS4).

On the other hand, RHPS control improves electricity production more sig-

nificantly in SS7 and SS8, where optimal constraint handling plays a key role in

determining the control performance. Indeed, optimal constraint handling optimally

exploits the full rotational speed dynamic range, therefore operating the OWC system

closer to its limits. For instance, Figure 7.7(b) shows the time traces of Ω, for each

control strategy, in SS7, where RHPS control drives Ω close to Ωmax = 400 rad/s.
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Figure 7.5: Time traces, from a realization of SS6, of the pneumatic power, Ppneu, using
TEM (Ptem

pneu), RHPS (Prhps
pneu), and steady-state W2W (Pw2w

pneu) control.

In relation to wave-to-turbine performance (i.e., ξaero), RHPS control consistently
achieves a higher ξaero than that of W2W control, as shown in Table 7.2 and
Figure 7.6. More specifically, for SS1-SS4, RHPS control takes more advantage of
the air turbine, hence η̄turb is higher. However, in SS5-SS8, where the effect of Ω
on the hydrodynamic subsystem is more significant, RHPS control prioritises ξhydro

(Figure 7.5), at the expense of a lower η̄turb (Figure 7.8). In any case, as already
mentioned in Section 7.3.1.1, the high ξelec obtained with RHPS control in SS7 and
SS8 primarily depends on η̄gen (∼ 80 − 85%).

7.3.2 Main control co-design aspects

As already discussed in Section 6.3.2, a flat and high-valued turbine efficiency curve
is ideal to maximise rotational speed control flexibility and improve overall OWC
system performance. On the other hand, in comparison to ηturb, since the ηgen profile
is already relatively flat and high, the sensitivity of RHPS control performance to
an improvement in ηgen is expected to be marginal.
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Table 7.2: Results of the simulations: RHPS and steady-state W2W control.

W2W control RHPS control
Sea state η̄turb ξhydro ξaero ξelec η̄turb ξhydro ξaero ξelec ∆P̄elec

(%) (%) (%) (%) (%) (%) (%) (%) (%)
SS1 29.5 32.5 9.6 2.3 35.5 35.1 12.4 2.3 ∼ 0
SS2 30.0 35.1 10.5 4.2 32.9 36.5 12.0 4.2 ∼ 0
SS3 31.6 43.7 13.8 8.0 36.9 44.0 16.2 8.2 2.4
SS4 34.8 53.1 18.5 13.6 38.0 52.8 20.1 14.0 2.9
SS5 37.3 43.3 16.2 11.0 36.0 47.3 17.0 11.2 1.8
SS6 38.1 40.6 15.5 12.1 37.2 52.2 19.3 12.4 2.4
SS7 38.5 36.6 14.1 11.5 31.0 45.5 14.2 12.2 5.7
SS8 33.4 44.6 14.9 12.0 30.5 50.1 15.3 13.1 8.4

Figure 7.6: Graphical representation of efficiencies (and CWRs) obtained with RHPS
control (■) and W2W control (�), for four different sea states (namely SS1, SS4, SS6, and
SS8). For each sea state, the values of ξhydro (top), η̄turb (left), ξaero (bottom), and η̄gen (right)
are reported. The external black circles represent an ideal (i.e., unitary) efficiency/CWR
value, while the three dashed circles indicate the isolines for efficiency values equal to 0.25,
0.50, and 0.75.

The larger torque variations (Figure 7.7(a)) required by RHPS and W2W control,

indicating increased control aggressiveness, may result in higher maintenance costs,

consequently increasing OpEx [316]. However, besides turbine disintegration due

to overspeeding or to water ingestion, the most detrimental event on OWCs is Wells

turbine stall (i.e., Ψ > Ψstall), which generates high frequency vibrations [264]. To

this end, it should be noted that RHPS and W2W control tends to keep Ω relatively

high (Figures 6.9(b) and 7.7(b)), consequently lowering the risk of turbine stall.

Finally, in contrast to TEM and steady-state W2W control, RHPS control may

require reactive power (i.e., Tctrl < 0) to maximise energy production (see, for

instance, Figure 7.9). The need for reactive power to maximise wave energy

extraction is not unusual in traditional WEC (hydrodynamic) control [146], as

shown, for instance, in Figure 7.2. However, due to the presence of the soft

connection (i.e., the air chamber) between the PTO and hydrodynamic part, the
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Figure 7.7: Time traces, from a realization of SS7, of the (a) rotational speed, Ω, and (b)
control torque, Tctrl, using TEM (Ωtem, T tem

ctrl ), RHPS (Ωrhps, T rhps
ctrl ), and steady-state W2W

(Ωw2w, T w2w
ctrl ) control.

control action on OWCs has only a modest effect on ξhydro, especially if compared

to what hydrodynamic control can do on some other WEC types [146]. Therefore, it

should not come as a surprise that OWC optimal control requires considerably less

reactive power (Figure 7.9) than optimal control for other WEC types (Figure 7.2).

Figure 7.10 shows the mean time during which reactive power is required, for each

SS, as a fraction of the total simulation time. It can be noted that reactive power is

particularly needed in low-to-medium energy SSs (SS1-SS4), where ξaero plays an

important role in maximising ξelec, while the electric generator cannot operate at high

efficiency, due to the low rotational speed. On the other hand, in medium-to-high

energy SSs (SS5-SS8), RHPS control takes advantage of turbine inertia to keep

Ω high without utilising much reactive power, therefore effectively prioritizing η̄gen

over ξaero (see, for instance, Figure 7.3, SS8).
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Figure 7.8: Time traces, from a realization of SS7, of the turbine efficiency, ηturb, using TEM
(ηtem

turb), RHPS (ηrhps
turb ), and steady-state W2W (ηw2w

turb ) control.

7.4 Conclusions

The proposed RHPS control approach increases ξelec compared to TEM and, to

some extent, steady-state W2W control, and also provides a relatively computation-

ally efficient solution to the OWC OCP. Ultimately, the main advantage of the RHPS

approach, over a simpler steady-state W2W strategy, is arguably that the control

solution is optimally constrained, which is particularly important in high-energy SSs

to exploit the entire rotational speed dynamic range. For instance, Figure 7.11

shows the dynamic range of Ω, in three different SSs (SS4, SS7, and SS8), for each

control strategy. It can be noted that, in SS7 and SS8, RHPS control drives Ω closer

to Ωmax, while steady-state W2W control is more conservative and keeps Ω around

a mean optimal value. In high-energy SSs (i.e., SS7 and SS8), the dynamic range

of Ω is broad with TEM control, since the large pressure peaks in the air chamber

make Ψ vary significantly, therefore Ω has correspondingly large oscillations to

follow Ψmep. On the other hand, in SS4 (i.e., in near-resonance conditions), where
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Figure 7.9: Time traces of the control torque, Tctrl, for a realisation of SS4, for each
considered control approach.

Figure 7.10: Percentage of time, compared to the total simulation time, during which
reactive power is required, in each SS. Source: [63].

the control effort required to operate the OWC is more marginal, the dynamic range

of Ω covered by each strategy is unsurprisingly similar.

In future works, a systematic study to investigate the stability of the proposed

OWC RHPS control strategy should be developed. In any case, for the study

case considered in this chapter, the solver always converges to a stable solution,

although different choices of the optimisation starting point (or initial guess) affect

the convergence time.



7. Optimal control for oscillating water columns 163

Finally, to reduce the computational burden of the optimisation problem, it is

worth mentioning that the sine and cosine functions appearing in the Fourier PS

representation can be approximated by a truncated Taylor series expansion. Further-

more, polynomial basis functions may be also considered, as a simpler alternative

to trigonometric functions. To assess how much the computational burden varies

using different basis functions, a systematic study should be carried out considering,

for instance, different degrees of the polynomial basis functions and computing the

computational burden, and accuracy, for each choice of basis functions.

Figure 7.11: Rotational speed dynamic range analysis for each control strategy, namely
TEM, steady-state W2W, and RHPS control. The figure shows a histogram in the range
Ω = [100, 400] rad/s, with 200 bins. A logarithmic scale is used for the vertical axis.
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Due to the coupling between the WEC control problem and the WEC geometry

optimisation problem [227, 228], CCD [229, 230] techniques are vital to achieve

optimum control-informed WEC designs [228, 231, 232, 233] (Figure 5.3). The

benefit of CCD over a traditional design approach, as well as the main OWC CCD

aspects, are discussed in Section 5.1.4.

In contrast with the work presented in Chapters 6 and 7, where the focus is on

energy maximising control strategies for OWCs, this chapter addresses the OWC

control problem from a more holistic perspective. To this end, a parametric CCD

approach is conceived to optimise the bypass valve, and Wells turbine rotor diameter,
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Figure 8.1: Wave-to-wire power flow of the OWC system considered in this chapter.

for a Mutriku-like OWC system, where the optimum system parameters minimise

a ‘surrogate’ of the LCoE, which is chosen as a suitable high-level performance

function. For each considered combination in the parametric space of bypass

valve size and rotor diameter, suitable control strategies for the turbine rotational

speed (Section 8.1.3.1), bypass valve position (Section 8.1.3.2), and safety valve

position (Section 8.1.3.3), are designed. In this chapter, the the parametric space

of bypass valve size and rotor diameter will be addressed as valve/turbine (VT)

parametric space.

A complete OWC control strategy [51, 56], in the spirit of Section 5.1, should

include: (i) Turbine rotational speed control, for maximising the OWC W2W per-

formance in CR2 [60, 61, 63, 297]; (ii) peak-shaving control [56], for improving

the capacity factor, expressed as

Capacity factor =
Produced time-averged power

Rated power
, (8.1)

when the device operates in CR3. Peak-shaving control is essential to extend the

OWC operational range in CR3 by limiting, using any of the methods presented in

Section 5.2.5, the available/converted pneumatic power. To date, only very little

attention has been given to OWC rated power control, particularly for Wells turbines,

where peak-shaving can be implemented by dissipating excessive pneumatic

power via a bypass valve [226, 298]. With a biradial turbine, thanks to the fast

response of its small in-series valve, real-time wave-by-wave peak-shaving control is

feasible [256, 300]. However, even utilising wave forecasting techniques [252, 354],

wave-by-wave bypass valve control is challenging to implement in real-time, due to

the low actuation speed of the valve with respect to the wave celerity [103]. In light

of such issues, a SS-based control approach to regulate the bypass valve position

is proposed in this chapter, where the position of the bypass valve is essentially

a function the SS or, equivalently, of the available wave power.

The reminder of the chapter is structured as follows. In Section 8.1, the proposed

CCD approach is detailed. Results are discussed in Section 8.2 and conclusions

are drawn in Section 8.3.
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8.1 OWC control co-design

Figure 8.1 shows the W2W power flow for the OWC considered in this chapter.

The system modelling equations are similar to those presented in Section 6.1 (i.e.,

Equations (6.1), (6.2), and (6.3)), with the only difference being the presence of

the bypass valve in the air chamber model. An OWC chamber, equipped with

a bypass valve, is modelled using Equation (3.8), where the bypass valve flow

rate is computed from Equation (3.5).

8.1.1 Performance function selection

Due to the difficult problem of OpEx estimation, the ‘complete’ LCoE in Equation (1.1)

cannot be easily used as a performance objective. As such, a ‘surrogate’ of the

LCoE, denoted LCoE∗, is adopted as a suitable performance function for the

CCD approach.

Since design variations in the bypass valve, and PTO, primarily affect CapEx

and electric energy production, OpEx is simplified as a proportion of CapEx, namely

OpEx = b CapEx, with 0 ≤ b ≤ 1. Additionally, although OpEx is a function, to

some extent, of the control action [316], the impact of control on OpEx is not

expected to change significantly, for different points in the VT parametric space,

for the considered control approach (Section 8.1.3).

The capital cost is computed as CapEx = Cstr + Cmov, where Cstr is the OWC

structure cost and Cmov (see Figure 8.2), written as

Cmov(dr, dbypass) = Cpto(dr) + µ(Csafety(dr) +Cbypass(dbypass)), (8.2)

is the cost of the moving parts, where

Cpto(dr) = Cmech(dr) +Celec(dr). (8.3)

In Equations (8.2) and (8.3), Cpto is the PTO material and manufacturing cost, Cbypass

and Csafety are the material costs of the bypass and safety valves, respectively, µ

is the manufacturing cost factor of the valves, Cmech is the cost of the mechanical

components (i.e., turbine, shaft, and bearings), and Celec is the cost of the electric

generator and ancillary components. By assuming geometric similarity for all

the mechanical components, the mass of the material scales as d3
r , while Cmech

(in k$) is estimated [74], as

Cmech(dr) = Cpico
mech

(
dr

dpico
r

)β
, (8.4)
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where the empirical coefficients, Cpico
mech and β, are established from experience

with the OWC power plant at Pico Island [103], while dpico
r is the Pico turbine rotor

diameter. Moreover, Celec (in k$) is calculated [74], as

Celec(dr) = 3.026 (Prated(dr))0.7, (8.5)

where Prated is the generator rated power in kilowatts. Since the diameter of the

safety valve is approximately equal to dr, Csafety can be computed as

Csafety(dr) = ρsteel
π d2

r

4
thCsteel, (8.6)

where Csteel is the cost per unit mass of steel, th is the safety valve thickness,

and ρsteel is the steel density. To calculate Cbypass, dr is simply replaced by dbypass

in Equation (8.6). Figure 8.2 shows, for each point of the VT parametric space,

the value of Cmov. Since dbypass should somewhat depend on dr, meaning that the

required power dissipation is a function of the PTO size, dbypass is specified as a

ratio between the diameters, dbypass/dr.

For the considered CCD approach, since the air chamber volume is fixed, Cstr is

constant. To this end, it is assumed that Cstr is a proportion of Cmov for the Mutriku

OWC (i.e., dr = 0.75 m and dbypass/dr = 0), indicated as Cmtrk
mov in Figure 8.2, as

Cstr = εCmtrk
mov , (8.7)

where ε > 1.

Finally, if the simplifications introduced so far in the current section are applied,

LCoE∗ can be written as

LCoE∗ = (1 + b)
εCmtrk

mov +Cmov

Elife
elec

= (1 + b) LCoE
∗
, (8.8)

where Elife
elec is the produced electrical energy over the OWC WEC lifetime. Ultimately,

since (1 + b) is just a multiplicative coefficient, the CCD performance objective is

to minimise LCoE
∗
= LCoE

∗
(dr, dbypass, Elife

elec).

8.1.2 PTO and bypass valve specifications

The PTO characteristics and control constraints are solely functions of dr, as shown

in Figure 8.3. Firstly, assuming the same turbine rotor material (of the Wells turbine

at Mutriku), from geometric similarity, I ∝ d5
r , [183] as

I
Imtrk =

(
dr

dmtrk
r

)5

, (8.9)
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Figure 8.2: Cost of the moving parts, Cmov, as a function of the turbine rotor diameter, dr,
and the ratio between bypass valve diameter and turbine rotor diameter, dbypass/dr. Cmtrk

mov is
the cost of the moving parts of Mutriku OWC (dr = 0.75 m, dbypass/dr = 0).

where dmtrk
r and Imtrk are the turbine rotor diameter and PTO inertia moment at

Mutriku, respectively. Secondly, Ωmax [56] is specified as

Ωmax = min(Ωmax
gen ,Ω

max
turb ), (8.10)

where Ωmax
gen is set at 400 rad/s [68, 183] and, if a maximum blade tip speed of

160 m/s is assumed [183] (to avoid large air compressibility effects in the turbine),

Ωmax
turb (dr) = 160(2/dr). In general, Ω may also be curtailed to limit turbine noise

emission [143, 224]. Without loss of generality, the PTO rated power, Prated, can

be calculated as the turbine power output when Ω = Ωmax and Ψ = Ψmep. Finally,

T max
ctrl is inferred from Ωmax and Prated [183], as

T max
ctrl = 2.266

Prated

Ωmax . (8.11)

The range of values for dr is established considering the Wells turbine rotor

diameter at Mutriku (dmtrk
r = 0.75 m) as an initial guess, and pragmatic PTO limits.

The upper bound choice (i.e., dr = 0.90 m) is driven by the fact that, if dr > 0.90
m, Prated is sufficiently large to allow wave energy extraction in all high-energy SSs

at Mutriku deployment site, even without a bypass valve (therefore, peak-shaving
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Figure 8.3: Maximum rotational speed, Ωmax, PTO rated power, Prated, and turbine inertia
(top x-axis label), I, as functions of the turbine rotor diameter, dr. If dr > 0.7 m, Ωmax = Ωmax

turb ,
whereas if dr ≤ 0.7 m, Ωmax = Ωmax

gen .

control is no longer required). Moreover, to operate close to the turbine MEP, Ψ =

Ψmep, Ω should increase as dr decreases. However, for dr < 0.40 m, since Ω cannot

exceed Ωmax(= Ωmax
gen ), the turbine consistently operates at very low efficiency values

and, consequently, the produced energy drops, inevitably increasing the LCoE.

The initial guess for dbypass/dr takes inspiration from the Pico bypass valve

(equivalent) diameter [103], dpico
bypass. Since ubypass is SS-based, as opposed to wave-

by-wave controlled, the bypass valve (when open) yields continuous pneumatic

power dissipation. To this end, it should be noted that the Pico bypass valve was

not optimised for SS-based control and, therefore, the optimum dbypass/dr for SS-

based bypass valve control is arguably smaller than dpico
bypass/d

pico
r ≈ 0.6. Ultimately,

dbypass/dr = 0.3 is set as the initial guess for dbypass/dr, while the lower and upper

bounds are, respectively, 0 (i.e., no bypass valve) and 0.45.

8.1.3 Design of the control system

As shown in Figure 8.1, the considered OWC system has three manipulated inputs,

namely ubypass, usafety, and Tctrl. In this section, suitable high-level valve position
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controllers, using ubypass and usafety, and a low-level rotational speed controller,

using Tctrl, are designed.

8.1.3.1 Rotational speed control

To consider the effect of Ω on the OWC W2W system, while keeping the computa-

tional cost of CCD reasonable, the W2W control strategy presented in Chapter 6 (as

opposed to the RHPS control approach of Chapter 7) is adopted in the parametric

CCD procedure. For the considered Mutriku-like OWC, a possible W2W efficiency

maximising (steady-state) control law has the following (extended) form [60]:

T w2w
ctrl = min

(
b1 + b2Ω + c1 expc2 Ω

Ω
,T max

ctrl ,
Prated

Ω

)
, (8.12)

where the free parameters, b1, b2, c1, and c2, are optimised, for each dr, applying

the optimisation procedure presented in Section 6.2.2. As already mentioned in

Section 5.2.2.1, Tctrl can be ‘detuned’, as Tctrl = Prated/Ω < T w2w
ctrl , to operate the

OWC below the W2W peak efficiency and avoid exceeding Prated. However, torque

detuning yields an increase in Ω, which eventually attains Ωmax and the OWC enters

safety mode. To reduce safety valve actuation, but keep the OWC operational, a

bypass valve can be used to dissipate excessive power. It should be noted that,

for other types of WECs, torque detuning is typically the only available control

solution to curtail the power to the electric generator (e.g., [355]), due to the lack

of suitable peak-shaving actuators.

8.1.3.2 Bypass valve position control

Peak-shaving control can extend the range of SSs over which the OWC WEC

retains power production operation. The bypass valve position, ubypass, is controlled

depending on the SS or, equally, on the mean wave power available to the OWC

system, P̄owc
wave = ιP̄wave. When P̄owc

wave is lower than a certain threshold value, P̄thr
wave,

power dissipation is not required and the bypass valve is closed (ubypass = 0). When

P̄owc
wave exceeds the maximum wave power under which the OWC can operate, P̄max

wave,

the bypass valve is fully open (ubypass = 1). Finally, when P̄thr
wave < P̄owc

wave < P̄max
wave,

ubypass = fbypass(P̄∗wave), where

P̄∗wave =
P̄owc

wave − P̄thr
wave

P̄max
wave − P̄thr

wave
(8.13)

is the relative wave power available to the OWC and 0 < fbypass(P̄∗wave) < 1. In

essence, ubypass is fully, and solely, determined by selecting: (i) P̄thr
wave, (ii) P̄max

wave,

and (iii) fbypass(P̄∗wave).
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As shown in Figure 8.4, the value of P̄thr
wave is a function of dr, and is chosen so

that the bypass valve opens (i.e., ubypass , 0) only if power dissipation is required.

Therefore, P̄thr
wave is the wave power at which torque detuning alone is no longer

sufficient to avoid attaining Ωmax. Additionally, P̄max
wave is chosen considering the typical

wave climate at Mutriku (Figure 8.7) and, in this work, P̄max
wave = 265 kW.

Arguably, the most straightforward choice for fbypass(P̄∗wave) is a straight line,

namely fbypass = f line
bypass = P̄∗wave, meaning that ubypass is a linear function of P̄∗wave.

However, fbypass = f line
bypass may not necessarily be the optimal solution, since fbypass

should be designed taking into account: (i) How P̄elec increases with P̄owc
wave and (ii)

how P̄elec diminishes as the bypass valve opens (i.e., as ubypass varies from 0 to

1). To this end, Figure 8.5(a) shows that, using unconstrained W2W steady-state

control (6.9), P̄elec increases linearly with P̄owc
wave, whereas Figure 8.5(b) shows that

P̄elec decreases as u1.475
bypass. Therefore, for small values of ubypass, P̄elec decreases at a

slower rate but, as ubypass increases, dP̄elec/dubypass becomes larger. This is arguably

due to the fact that the pneumatic power in the air chamber strongly depends on ∆p

but, when ubypass is small, the pressure levels in the chamber do not substantially

decrease, resulting in relatively little pneumatic power dissipation. In the light of

such considerations, to compensate for the varying sensitivity of the electrical

power to ubypass, fbypass is designed by ‘mirroring’ the dashed-dotted brown curve in

Figure 8.5(b) around the diagonal. In this way, for higher values of P̄∗wave (> 0.45),

fbypass increases more slowly than f line
bypass while, for smaller values of P̄∗wave (< 0.45),

fbypass increases faster than f line
bypass. In other words, since P̄elec linearly increases with

P̄owc
wave (Figure 8.5(a)), the electrical power decrease, defined as

P̄decr
elec (ubypass) =

P̄elec(ubypass = 0) − P̄elec(ubypass)
P̄elec(ubypass = 0) − P̄elec(ubypass = 1)

, (8.14)

should ideally be a linear function of ubypass (which, however, is not the case, as

shown in Figure 8.5(b)). Therefore, fbypass is essentially designed to compensate

for the nonlinear sensitivity of P̄decr
elec to ubypass, and linearise the relationship between

P̄decr
elec and P̄owc

wave.

Figures 8.5(c) shows the full ubypass computation, written as

ubypass =


0 if P̄owc

wave ≤ P̄thr
wave,

1 if P̄owc
wave ≥ P̄max

wave,

fbypass else,

(8.15)

where,

fbypass = 2P̄∗wave − (P̄∗wave)
1.475. (8.16)
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Figure 8.4: Wave power threshold, P̄thr
wave, for each considered turbine rotor diameter, dr.

Figure 8.5: Bypass valve control design. (a) Time-averaged electrical power, P̄elec, as
a function of the available wave power, P̄owc

wave. (b) Relative electrical power decrease,
P̄decr

elec (ubypass), as a function of the bypass valve position, ubypass. (c) Bypass valve position
controller, ubypass, and its derivative u′bypass = dubypass/dP̄owc

wave.

8.1.3.3 Safety valve position control

To avoid turbine overspeeding, and consequent risk of turbine rotor disintegration,

the safety valve position is controlled as

usafety =

1 (normal mode) if Ω < Ωmax,

0 (safety mode) else.
(8.17)

After entering safety mode, the normal operating mode is subsequently restored

when Ω < Ωthr = 0.7Ωmax.
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Figure 8.6: Flow chart of the proposed CCD approach.

8.1.4 Methodology

Figure 8.6 shows a schematic of the proposed CCD approach. For each combination

of turbine rotor diameter, dr, and bypass valve diameter (or diameter ratio), dbypass/dr,

in the VT parametric space (110 possible cases), the control system is designed,

as discussed in Section 8.1.3, and numerical simulations are run to calculate Elife
elec

and, finally, LCoE∗. Tables 8.1 and 8.2 report, respectively, the OWC modelling and

cost-related parameters, considered in the simulation. To obtain Elife
elec, the produced

annual electric energy at Mutriku is calculated, and a device lifetime of 25 years is

assumed [103]. To this end, 15 realisations of 20 minutes each are run for 58 distinct

irregular SSs, shown in Figure 8.7. The irregular SSs are generated from JONSWAP

SDFs [180], with peak shape parameter γJ = 3.3. The significant wave height, Hs,

and peak period, Tp, are selected considering the annual wave climate measured

at the Mutriku site [310]. Furthermore, to take into account the shoaling effect at

Mutriku, the attenuation function in Figure 6.3(b) is used, as detailed in Section 6.1

of this thesis. Finally, in addition to LCoE∗, another performance indicator, namely

ζcf (Equation 8.1), is also calculated for each point in the VT parametric space.

Some simplifications are adopted in the numerical simulation. Firstly, full

knowledge of the SS is assumed, although, in practice, online SS estimation

techniques [356] can be used. Furthermore, relatively recent advances in mete-

orological modelling also allows wave SDF forecasting [357]. Since the typical

timescale over which the SS changes (from 30 min to 3 h) [338] is much longer

than the typical bypass valve actuation time (∼ 10 seconds) [103], the dynamic of

the bypass valve actuation system is ignored. Finally, no interruption to energy

production (which may be due to a system failure or scheduled maintenance) over

the OWC WEC lifetime is currently considered.

8.2 Results and discussion

In contrast with the potential use of a numerical optimisation method, the parametric

approach taken in this study provides knowledge of the objective function across
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Figure 8.7: Annual wave climate at Mutriku. The four scatter plots show, for each
combination of Hs and Tp, (a) the frequency of occurrence (over a year) of a specific sea
state at Mutriku, (b) the mean available wave power, P̄owc

wave, (c) the contribution (specified
as a percentage) of each irregular sea state to the total annual wave power available at
Mutriku, and (d) the number (from 1 to 58) assigned at each irregular sea state considered
in this work.

Table 8.1: OWC model parameters [183, 76, 103].

MP Value Unit MP Value Unit
mp 27748 (kg) A∞p 71618 (kg)

Imtrk 3.06 (kg m2) S w 19.35 (m2)
dmtrk

r 0.75 (m) ι 4.5 (m)
κW 0.775 ( - ) V0 144 (m3)

dpico
r 2.3 (m) th 0.005 (m)

the full parametric space, therefore allowing a more exhaustive analysis into the

impact of rated power control on the LCoE. For illustration, a specific case in the

parametric space is addressed as Γj
i, where i = dr × 100 and j = (dbypass/dr) × 100.

For example, Γ15
55 indicates the case in which dbypass/dr = 0.15 and dr = 0.55 m.
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Table 8.2: Cost-related parameters [233, 74, 75].

CP Value Unit CP Value Unit
b 0.45 ( - ) β 2/3 ( - )
µ 2.5 ( - ) Cpico

mech 302.6 (k$)
Csteel 2.1 ($/kg) ρsteel 7750 (kg/m3)

8.2.1 Results

Figures 8.8 and 8.9 show LCoE∗(Γj
i) and ζcf(Γ

j
i), respectively. For the sake of clarity,

the vertical axis (i.e., the z-axis) of Figure 8.8 is reversed, meaning that LCoE∗

decreases moving upwards. Additionally, Figure 8.10 shows LCoE∗, and/or ζcf, for

some relevant combinations of dr and dbypass/dr.

Finally, for the case in which LCoE∗ is minimal (i.e., Γ15
55), Figure 8.11 provides

an insight into the effect of peak-shaving control, for all the 58 SSs. More specifically,

Figures 8.11(c) and (d) clarify, respectively, how ζcf and LCoE∗ vary for Γ15
55 compared

with Γ0
55 (i.e., same dr, but without bypass valve). To study the change in LCoE∗ for

each SS, the LCoE enhancement index (LEI), is defined as

LEI = 1 −
LCoE∗(Γ15

55)

LCoE∗(Γ0
55)
, with LEI ≤ 1. (8.18)

Figure 8.11(d) shows the LEI for each SS. In essence:

if


LEI = 1, LCoE∗(Γ0

55) = ∞;
0 < LEI < 1, LCoE∗(Γ15

55) < LCoE∗(Γ0
55);

LEI = 0, LCoE∗(Γ15
55) = LCoE∗(Γ0

55);
LEI < 0, LCoE∗(Γ15

55) > LCoE∗(Γ0
55).

(8.19)

In general, since peak-shaving control plays a more important role as P̄owc
wave in-

creases, LEI is expected to be relatively higher (see Equation 8.19) in relatively

high-energy SSs,

8.2.2 Discussion

From Figure 8.8, LCoE∗ is, as expected, less sensitive to dbypass/dr, rather than to dr.

In fact, since the bypass valve is solely utilised for rated power control, and since

Cbypass is only a marginal fraction of CapEx, Elife
elec and CapEx are primarily affected by

the turbine size and performance. Nevertheless, when dr ≤ 0.45 m, the sensitivity of

LCoE∗ to dbypass/dr notably increases. This is due to the fact that, if dr ≤ 0.45 m, the

impact of rated power control on Elife
elec is more remarkable, as it significantly extends

the operating range of small-sized turbines (which have lower Prated). If dr = 0.90 m,
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Figure 8.8: LCoE∗ obtained from all the considered combinations of dr and dbypass/dr. The
green circle (� at Γ15

55) highlights the condition for which LCoE∗ is minimised, the blue
square (■ at Γ0

60) indicates the point at which the minimum LCoE∗ is achieved without using
a bypass valve, and the magenta hexagon ( at Γ20

50) shows the condition for which the
maximum capacity factor, ζmax

cf , is found.

Prated is relatively large and, consequently, LCoE∗ increases with dbypass/dr, since

the small enhancement in Elife
elec obtained with peak-shaving is not worth the bypass

valve additional cost. It is also important to note that, when dbypass/dr = 0, LCoE∗ is

minimum for dr = 0.60 m while, using peak-shaving control, LCoE∗ is minimised by

a smaller (and cheaper) turbine, with dr = 0.55 m. Hypothetically, if Ωmax
gen is lower

than 400 rad/s, since small-sized turbines operate efficiently only at relatively high

speed, LCoE∗ minimisation may suggest a larger dr.

The selection of a suitable dr is key for minimising LCoE∗, particularly if dbypass/dr =

0. However, as shown in Figures 8.9, 8.10(a), and 8.10(c), when 0.05 ≤ dbypass/dr ≤

0.45, a relatively flat low-valued region of LCoE∗ appears for 0.50 ≤ dr ≤ 0.65 m. As

such, if a bypass valve is installed, it becomes easier to achieve a ‘near-minimum’

LCoE∗ condition, as the choice of dr is somewhat less critical.

Even though LCoE∗ is the main performance function adopted in this CCD

approach, since rated power control aims to maximise ζcf, it is also worth analysing

ζcf (Figures 8.9 and 8.10(b)). Although a high capacity factor is typically desirable,

the minimum LCoE∗ (at Γ15
55) does not coincide with the maximum ζcf (at Γ20

50),
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Figure 8.9: Average annual value of the capacity factor, ζcf , for each combination of turbine
rotor diameter, dr, and diameter ratio, dbypass/dr. The magenta hexagon ( at Γ20

50) shows the
condition for which the peak value of ζcf , ζmax

cf = 0.263, is achieved.

Figure 8.10: LCoE∗ and/or capacity factor, ζcf , for some significant combinations of dr

and/or dbypass/dr.

meaning that having ζcf = ζ
max
cf = 0.263 does not necessarily guarantee the best

return on investment. Like LCoE∗, ζcf is less sensitive to dbypass/dr than to dr and,

moreover, the sensitivity of ζcf to dbypass/dr increases for dr ≤ 0.45 m.

Figure 8.11 provides insight into the effect of peak-shaving, for each SS,

considering Γ0
55 and Γ15

55. First of all, Figures 8.11(a) and (b) show, respectively, the

percentage value of bypassed pneumatic power, written as

P∗bypass =
Pbypass

Pbypass + Ppneu
× 100, (8.20)

and ζcf, for Γ15
55. Clearly, when ubypass = 0, P∗bypass = 0, meaning that there is no power
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Figure 8.11: Insight into the effect of the bypass valve for Γ15
55 (and Γ0

55). The green shaded
areas highlight the sea states for which the bypass valve is closed (ubypass = 0), since
P̄wave ≤ P̄thr

wave, meaning that pneumatic power is not dissipated. For each combination of
Hs and Tp, the four scatter plots show: (a) the relative bypassed pneumatic power, P∗bypass,

for Γ15
55; (b) the capacity factor, ζcf , for Γ15

55; (c) the relative percentage increase in ζcf , ζ∗cf ,
obtained for Γ15

55 in comparison with Γ0
55; (d) the LCoE enhancement index, LEI, as defined

in Eqs. (8.18) and (8.19).

dissipation. Secondly, Figure 8.11(c) shows the relative increase in ζcf, computed as

ζ∗cf =
ζcf(Γ15

55) − ζcf(Γ0
55)

ζcf(Γ15
55)

× 100. (8.21)

Similarly to P∗bypass, when ubypass = 0, ζ∗cf = 0. For SSs 57 and 58, ζ∗cf = 100,

meaning that, unless a bypass valve is utilised, an OWC with dr = 0.55 m remains

(almost) permanently in safety mode, i.e., ζcf(Γ0
55) ∼ 0. For some SSs, ζ∗cf ∼ 0,

therefore rated power control is neither deteriorating nor improving the capacity

factor. This is arguably due to the fact that ubypass is SS-based and that wave energy

is typically characterised by a high peak-to-average power ratio. As such, there

are time periods over which pneumatic power dissipation is not needed, since Ppneu

is small, yet the bypass valve is dissipating power. Wave-by-wave ubypass control

may potentially provide a more effective control solution but, with currently available

actuators, wave-by-wave real-time control of ubypass is challenging [56, 103]. Finally,

Figure 8.11(d) shows the LEI, defined in Equations (8.18) and (8.19). Since the ratio
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Figure 8.12: Elife
elec obtained from all the considered combinations of dr and dbypass/dr.

of Cmov(Γ0
55) to Cmov(Γ15

55) is 0.979, for the bypass valve at Γ15
55 to be economically

worthwhile (i.e., LEI > 0), rated power control should improve the produced electric

energy by, at least, a factor of 1.021. In essence, the additional wave energy

converted thanks to peak-shaving control should (at the very least) counterbalance

the bypass valve cost. Clearly, the ‘profitability’ factor, 1.021, is not a general

result, so the economic advantages of the bypass valve need to be examined

(with CCD) on a site-specific basis.

For the sake of completeness, Figure 8.12 shows the electric energy produced

over the OWC WEC lifetime, for each possible design solution. Unsurprisingly, the

maximum of Elife
elec (i.e., Γ10

65) does not coincide with the LCoE∗ minimum (Γ15
55), shown

in Figure 8.8. In general, electric energy is higher if dr = 0.65 m since, for the specific

wave climate at Mutriku (Figure 8.7), the turbine with dr = 0.65 m can operate at

a high-efficiency speed range. For a more energetic wave climate, a larger (and

more expensive) turbine would arguably be a better design solution for maximising

electric energy, although that does not necessarily implies a reduction of the LCoE.
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8.3 Conclusions

In view of the results discussed in Section 8.2.2, CCD techniques are vital to

minimise the LCoE, especially since the control possibilities, such as rated power

control, impact both Elife
elec and costs. Additionally, although ζcf maximisation is not

the ultimate objective, it is important to improve ζcf in WECs, particularly if wave

energy is to compete against wind energy. By way of example, the annual mean

ζcf of the Mutriku OWC is ∼ 0.11 [358], while European wind turbines have an

annual mean ζcf around 0.21 - 0.29 [359, 360]. With the use of suitable actuators

(i.e., a bypass valve) and CCD (to determine the optimal control-informed system

parameters), there is a remarkable margin for improvement in ζcf for OWC systems,

as indicated by Figure 8.9.

A CCD approach may have two major issues: High computational burden and,

potentially, complexity of automation. To this end, one of the key achievements

of this work is that the CCD procedure in Figure 8.6 is relatively computationally

efficient and simple to automate. Firstly, the design procedure of the control system

(in Section 8.1.3) is straightforward (for example, ubypass is fully defined by simply

selecting P̄thr
wave, P̄max

wave, and fbypasss). In fact, having a sufficiently simple control design

loop is essential to easily automate the CCD procedure. More sophisticated control

strategies can always be subsequently designed for the parametric points in the

neighborhood of the LCoE∗ minimum (which provides an informed initial guess

obtained with the simple controllers). Moreover, since ubypass is SS-based, not all the

SSs need to be simulated, for all the Γj
i. Indeed, the produced electric energy, for

a SS in which P̄wave ≤ P̄thr
wave, remains unchanged with, or without, a bypass valve.

Therefore, only the sea states for which ubypass , 0 have to be re-simulated. Finally,

it should be noted that, in the proposed CCD approach, the computation of LCoE∗

for each point of the VT parametric space case is independent of the other points,

meaning that numerical simulations for distinct points can run in parallel [361].

The LCoE∗, in Figure 8.8, provides a quantitative estimate of the potential

reduction in the LCoE, obtained if the OWC parameters are optimised considering

control. However, LCoE∗ likely underestimates LCoE since: (i) Power production

may be interrupted for maintenance or a system failure, (ii) even with maintenance,

the OWC performance will deteriorate with age [264], (iii) losses in the power

train, such as hydrodynamic viscous losses due to vortex shedding [236], are not

considered [187], and (iv) Cpto does not include cost of development and design

[74]. Concerning (i), if FTC is used to improve maintenance operation flexibility,

and if maintenance is scheduled at a convenient time (i.e., in low-energy SSs), the

increase in LCoE due to operation interruption may be limited. In any case, the
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primary focus of this chapter is not to accurately compute LCoE, rather to develop

an automatable CCD approach, with a reasonable computational burden, for an

OWC WEC with power dissipation and rotational speed control possibilities.

Figure 8.13: Schematic of a hybrid WEC combining OWC and overtopping wave energy
conversion technologies. Source: [362].

Finally, it is important to bear in mind that, although LCoE serves as a suitable

high-level performance function, LCoE is only a statistical metric characterising

the average cost of energy production, and hence does not fully encompass the

‘true value’ of wave energy, related to the potential provision of electrical energy

when other renewables (e.g., wind) are relatively dormant. For instance, the

LCoE does not take into account the complementarity between wave energy

and other renewable resources, real-time energy market factors (such as real-

time energy market price/demand with respect to the availability of wave energy

and/or other sources of renewable energy), energy storage possibilities (ability

to store energy and use it when required), and the creation of job opportunities.

In relation to energy storage, some early studies on a hybrid WEC combining

OWC, and overtopping [363], based wave energy conversion technologies can

be found [364, 362]. The idea behind this hybrid WEC concept, schematically

shown in Figure 8.13, is to feed the overtopping device (OTD) with excessive

wave power. In high-energy SSs, excessive wave power is essentially redirected,

through the ‘hydraulic connection’ (Figure 8.13), to the OTD, which is not only

used for OWC peak-shaving control, but may also serve as an energy storage

mechanism. Ultimately, although the LCoE of the hybrid OWC/overtopping WEC is
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likely higher than a simpler (and cheaper) conventional OWC device, the inherent

energy storage system simplifies real-time energy supply, while reducing the need for

potentially expensive electric energy storage units (such as batteries and capacitors).

Therefore, though LCoE may be higher on average, the value of the energy produced

may be significantly greater.
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In research, it is of fundamental importance not to miss
the forest for the trees.

— John V. Ringwood
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9.1 Main conclusions

To achieve carbon-neutrality and minimise the need for energy storage, it is imper-

ative to diversify renewable energy resources [16] and, to this end, wave energy

is attractive, especially due to its huge untapped potential [34] and relatively poor

correlation, at least in some cases, with other renewables, such as wind en-

ergy [17, 20]. Since the main hindrance to OWC, and other WEC, commercialisation

is the high LCoE, it is key to develop high-performance energy maximising control

strategies to minimise the cost of producing electricity using ocean waves [48].

Therefore, this thesis work tackles the problem of LCoE minimisation from a control

angle and, in particular, by (i) developing more complete, static-efficiency-based

(Chapter 6) and dynamic (Chapter 7), control strategies for OWC WECs, (ii) devising

a CCD approach (Chapter 8), primarily to asses the value of peak-shaving control

with a bypass valve, and (iii) investigating possible control-oriented modelling

techniques (Chapter 4).

Although a more systematic study on OWC SI modelling is needed, the results

obtained for data-based OWC hydrodynamic modelling in Chapter 4 are quite

187
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promising, especially in relation to nonlinear hydrodynamic modelling. More specif-

ically, the main advantages of a global nonlinear KGP model, over a multi-linear

ARX modelling solution, are:

• The real-time implementation of a global nonlinear SI model is arguably

computationally more efficient, due to the capability of the nonlinear model to

implicitly interpolate the predicted output, therefore eliminating the need for

explicit switching/interpolating and sea state estimation mechanisms.

• The KGP model order, Nkgp, is expected to be smaller than the ARX multi-

linear model order, Nlm.

• The nonlinear KGP model has a relatively simple parametric structure, but also

captures the essential nonlinearities in the OWC hydrodynamic subsystem.

Finally, depending on the data space on which the model is identified, nonlinear

SI hydrodynamic models can be more accurate and have broader validity then

their physics-based counterparts, which are typically derived under a certain set of

potentially limiting (in terms of model accuracy and validity) assumptions, especially

under controlled conditions.

In terms of control strategies, since the critical review of the literature (Chapter

5) highlighted a rather exclusive attention on TEM control, the work presented in

Chapters 6 and 7 aims to develop electric energy maximising control strategies

for OWCs, in which the entire W2W power train is taken into account. Due to the

interesting, and often disregarded, possibility of affecting hydrodynamic performance

through Wells turbine rotational speed modulation, W2W control with a Wells

turbine is investigated. In essence, the results presented in Chapters 6 and 7

show that, if rotational speed is modulated considering the overall W2W OWC

system (rather than the turbine alone), electric energy production significantly

improves, although turbine efficiency is slightly penalised. On the one hand, static-

efficiency-based W2W control is attractive due to its simplicity, in comparison with

RHPS control, and superior performance, with respect to TEM control. On the other

hand, RHPS control provides higher electric energy production, especially in high-

energy SSs, where the benefit of optimal constraint handling becomes particularly

important. However, using RHPS control in real-time is more challenging, due

to (i) the relatively high computational cost to solve, at each iteration, an (online

constrained) optimisation problem, and (ii) the need for accurate prediction of the

system behaviour. Furthermore, although turbine stall is the most detrimental effect

on OWCs, the relative aggressiveness of static-efficiency-based W2W and RHPS

control, as suggested by the larger torque variations in Figure 7.7(a), may increase
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OpEx [316]. Ultimately, RHPS and static-efficiency-based W2W control are both

worthwhile OWC control strategies, although the definitive ‘winner’ is yet to be

determined. For a decisive comparison between the two control approaches, the

LCoE should be adopted as a performance metric, ideally using CCD techniques

and considering all control-related factors (such as the impact of the control action

on OpEx, and peak-saving control possibilities).

In addition to rotational speed control, the literature review of Chapter 5 has also

revealed a lack of attention to OWC peak-shaving control for increasing the capacity

factor, especially for Wells turbines (Table 5.5). Since peak-shaving control typically

requires an additional actuator (e.g., a bypass valve), and since the possibility of

dissipating excessive pneumatic power plays a crucial role in the optimal PTO sizing

problem, electric energy production cannot be adopted as an appropriate objective

function. Therefore, to asses the value of (SS-based) peak-shaving control, an

easily automatable parametric CCD approach (for the PTO and bypass valve) is

developed to minimise a surrogate of the LCoE, selected as a suitable high-level

performance metric. With peak-shaving control, the LCoE minimum is achieved for

a smaller-sized (and therefore cheaper) PTO mechanism. Indeed, pneumatic power

dissipation extends the PTO operational range, which is particularly economically

rewarding for PTOs with a relatively small rated power, and to avoid the OWC

from prematurely entering into a safety mode (with a consequent interruption of

power production). Furthermore, the possibility of dissipating excessive power

also simplifies the PTO optimal sizing problem, since the sensitivity of the LCoE

to the PTO size is relatively low, at least in the region around the LCoE minimum

(Figure 8.8), if a bypass valve is used. Finally, apart from the benefit of using

peak-shaving, the study presented in Chapter 8 also sheds light on the vital role

of CCD techniques in LCoE minimisation. Without a CCD approach, it is virtually

impossible (unless a very lucky guess is made by the design engineer) to achieve

the optimum control-informed OWC WEC design that minimises the LCoE.

9.2 Future perspectives

In relation to data-based modelling for OWCs, the work presented in this thesis

has barely scratched the surface. Possible future directions in OWC SI modelling

may include, but are not limited to, the following:

• More sophisticated nonlinear SI model structures, such as simple ANNs, may

be considered for OWC hydrodynamic modelling, where an ideal SI model

structure should be able to capture the essential (i.e., relevant from a control
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perspective) linear and nonlinear system dynamics, yet be computationally

simple for real-time control.

• Data-based OWC hydrodynamic models can be improved to include the

influence of control on the water column motion, such as the effects of the

Wells turbine rotational speed and/or bypass/safety valve positions.

• SI techniques may be also considered for modelling other OWC subsystems,

such as the air chamber and PTO, as well as the entire W2W system. However,

SI hydrodynamic modelling arguably remains a priority, especially due to

the potentially limiting set of assumptions under which physics-based OWC

hydrodynamic models are typically derived.

• Finally, the value of data-based, as opposed to physics-based, OWC hydrody-

namic models still needs to be fully assessed, ideally on a controlled OWC

WEC in real operating environment.

Concerning OWC control, there are different research topics which merit further

investigation. It is possible to identify two broad areas of interest for future work

on OWC control, depending on the ‘level’ of the considered control objective,

namely (i) research focusing on low-level control objectives (i.e., efficiency/energy

maximisation) and (ii) research focusing on high-level control objectives (i.e., LCoE

minimisation and real-time energy demand/supply). A future agenda for the lower-

level control objectives should include:

• A thorough investigation into data-based and data-driven control possibili-

ties for OWCs, to take advantage of static and dynamic datasets, respec-

tively [206].

• Computationally efficient optimal control for OWCs to achieve real-time control

performance. To this end, some aspects worth considering are:

– Control-oriented modelling for optimal control of OWC WECs. For

instance, inspired by the relatively recent advances in nonlinear moment-

based WEC control [365, 366], if the system nonlinearities (such as the

generator efficiency [367]) are conveniently parameterised, it may be

possible to prove convexity of the OWC OCP using a moment-based

framework [368].

– Optimised coding efficiency [369, 370] by, for example, replacing Fourier

basis functions used in Chapter 7 (OWC RHPS control) by polynomi-

als [371].
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• Balanced-complexity (and balanced-fidelity) OWC wave-to-grid model-based

control for energy maximisation. To date, grid-side aspects are rarely consid-

ered when designing OWC control strategies. Furthermore, in the few studies

concerning OWC grid-side control (Section 5.2.6), the device-side model and

control are typically oversimplified.

• Consider a robust implementation for the RHPS control of Chapter 7 by using,

for instance, a robust OCP formulation [372], or a SMC-based feedback loop

to track the optimal speed value (see, e.g., [373, 374]) rather than directly

using the optimal torque value from the optimisation.

Furthermore, the following items may be part of a future agenda focusing on

higher-level performance functions:

• The parametric CCD approach proposed in this thesis may be improved by

considering, for instance:

– Additional optimisation parameters (e.g., the OWC capture width), dif-

ferent types of turbines, and/or alternative control strategies (although,

as mentioned in Chapter 8, simplicity in the control design loop is key

to have a moderate CCD computational cost). If the OWC capture

width is a free parameter of the optimisation, the computational cost of

CCD increases exponentially, due to need for computing the frequency-

dependant hydrodynamic parameters for each considered geometry. To

reduce the computational burden, a solution may be to precompute

(with, for example, WAMIT) the frequency-dependant hydrodynamic

parameters for a discrete set of values of OWC capture width. Subse-

quently, data-based interpolation techniques can be used to determine

the hydrodynamic parameters for any variation of the capture width within

the training data space [375].

– In relation to control possibilities, the bypass valve position may be

not only controlled for increasing the capacity factor (i.e., peak-shaving

control in CR3), but also to avoid producing excessive energy (in any op-

erating region, even in CR2). To this end, it should be noted that, typically,

energy suppliers bid in electricity markets and commit themselves to

supply a certain amount of energy at an agreed price [376]. If suppliers

fail to fulfil their commitment, meaning that they supply too much or too

little electricity [377], they incur financial penalties.
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• Since turbine speed control is essential to efficiently and safely operate the

OWC system, OWC turbine rotational speed FTC must be addressed.

• To accurately compute the LCoE, more reliable OpEx estimation is needed

and, from a control perspective, it is important to assess the impact of the

control action on the lifetime of each OWC subsystem/component.

Finally, although this thesis does not focus on conceiving new design solutions

for components and actuators of OWC-based WECs, it is worth mentioning some

design possibilities that can help to increase energy production, and/or target

high-level control objectives:

• Since the air turbine is the most critical element in the OWC W2W power flow,

turbine design should be improved. For example, it is important to increase the

operational range of Wells turbines and peak efficiency of impulse turbines.

• New/improved actuators may open up new opportunities for OWC hydrody-

namic control and real-time wave-by-wave bypass valve control.

• More exotic design solutions for the PTO, such as twin unidirectional turbines

(Figure 5.5), and hybrid WEC devices (e.g., the OWC/OTC device in Figure

8.13) can offer natural system redundancy and inherent energy storage

mechanisms.



Appendices

193





A
Alternative OWC modelling

Contents

A.1 Uniform pressure model . . . . . . . . . . . . . . . . . . . . . 195
A.1.1 Hydrodynamic and air chamber modelling . . . . . . . . . 195
A.1.2 Relation between piston and uniform pressure models . . 196

A.2 Maeda’s turbine model . . . . . . . . . . . . . . . . . . . . . . 197

A.1 Uniform pressure model

A.1.1 Hydrodynamic and air chamber modelling

The uniform pressure approach, introduced in [378], assumes a uniformly distributed
pressure on the OWC surface, but allows water surface deformation, as shown in
Figure 3.2 b). In the uniform pressure model, V̇c is decomposed into an excitation
flow rate, qe, and radiated flow rate, qr, as

−V̇c = qe(t) + qr(t). (A.1)

The excitation flow rate is solely due to incident waves, when ∆p = 0, while the
radiated flow rate results from oscillations in air pressure inside the pneumatic
chamber, in the absence of incident waves.

If the excitation waves are regular waves of frequency ω, Equation (A.1) can
be expressed, in the frequency domain, [72] as

q̂e + q̂r =

(
ȷ

V0

γp0
+

1
ρ0ζ

)
∆ p̂, (A.2)

195



196 A.1. Uniform pressure model

where q̂e and q̂r are, respectively, the complex amplitudes of the excitation and
radiated flow rates, such that qe = ℜ(q̂ee ȷωt) and qr = ℜ(q̂re ȷωt). Similarly to the
radiation force in Equation (2.46), the radiated flow rate can be decomposed into
real and imaginary parts [158], as

q̂r = −
(
Gowc(ω) + ȷHowc(ω)

)
∆p̂, (A.3)

where the real-valued frequency-dependant coefficients Gowc(ω) and Howc(ω) are
the radiation conductance, and radiation susceptance, respectively. The chamber
pressure complex amplitude can be computed by substituting the definition of
q̂r in Equation (A.2) as:

∆ p̂ =
(

1
ρ0ζ
+Gowc(ω) + ȷ

(
ωV0

γp0
+ Howc(ω)

))−1

q̂e. (A.4)

The radiation volumetric flow rate qr is computed via the convolution integral:

qr(t) = −
∫ t

−∞

hr(t − τ)∆p(τ) dτ, (A.5)

resulting from the memory function hr(t) computed from Gowc(ω) as

hr(t) =
2
π

∫ ∞

0
Gowc(ω) cos(ωt) dω. (A.6)

A.1.2 Relation between piston and uniform pressure models

The hydrodynamic coefficients of the piston modelling approach, Ap(ω) and Bp(ω),
are related to those of the admittance approach, Gowc(ω) and Howc(ω) [66]. Assum-
ing Fex = 0, Equation (3.1) can be rewritten as[

ȷ
(
ω(mp + Ap(ω)) −

Ch

ω

)
+ Bp(ω)

]
v̂r = −∆ p̂ S owc, (A.7)

where v̂r is the complex amplitude of the piston velocity due to radiation (i.e., due
to the time-varying air pressure in the chamber). Furthermore, q̂r = ȷωS owcv̂r

and, therefore,

v̂r = −

(
Gp(ω) + ȷHp(ω)

)
∆ p̂

ȷωS owc
, (A.8)

where Gp(ω) and Hp(ω) are, respectively, Gowc(ω) and Howc(ω) specified for the
water piston model. By substituting Equation (A.8) into Equation (A.7), the following
identities can be derived

S 2
owcGp(ω)

G2
p(ω) + H2

p(ω)
= Bp(ω),

ωS 2
owcHp(ω)

G2
p(ω) + H2

p(ω)
= −ω2(mp + Ap (ω)

)
+ ρwgS owc.

(A.9)

It should be noted that Gp(ω) and Hp(ω) are expected to be similar, but not exactly
equal to Gowc(ω) and Howc(ω) [66].
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A.2 Maeda’s turbine model

Maeda et al. [189] proposed the following power and torque coefficients defined,

respectively, as

CA(ϕx) =
∆p qturb

1
2ρair

(
v2

x + U2) bcbhNbvx
, (A.10)

and

CT(ϕx) =
Tturb

1
2ρair

(
v2

x + U2) bcbhNbrr
, (A.11)

derived experimentally as a function of the flow coefficient,

ϕx =
vx

U
, (A.12)

where bh is the blade height, bc is the blade chord, Nb is the number of rotor blades,

rr the turbine mean radius, Tturb = Pturb/Ω is the turbine torque, and vx is the mean

axial airflow velocity. The circumferential velocity at the mean radius is defined by

U = Ωrr. (A.13)

The flow rate, qturb, is related to the mean axial velocity, vx, through qturb = vxAturb,

where Aturb is the area of the turbine duct.

To solve the pneumatic chamber equation (3.8), the turbine air mass flow rate,

wturb = ρair qturb, has to be computed as a function of ∆p. Such a computation is

simple if the turbine is modelled with Equation (3.14), but it is not straightforward

with Maeda’s model. Using qturb = vxAturb, Equation (A.10) can be expressed in

terms of vx (and ϕx) and ∆p:

CA(ϕx)
(
v2

x + U2
)
=
∆pAturb

1
2ρairbcbhNb

. (A.14)

However, even if ∆p is known, it is impossible to find an explicit relationship to

determine vx as a function of ∆p, since ϕx in Equation A.14 also depends on vx.

Maeda’s dimensionless numbers are related to the dimensionless variables

defined in Equation (3.15). By expressing qturb as a function of Φ in Equation (3.15)

and using (A.12), (A.13), and qturb = vxAturb, Φ can be rewritten as

Φ = Aturbrrϕx/d3
r . (A.15)

Furthermore, by writing the pressure difference ∆p as function of Ψ in Equation

(3.15) and using (A.10), the following identity is derived:

ΨρairΩ
2d2 =

1
2
ρair

(
v2

x + U2
) bcbhNb

Aturb
CA. (A.16)
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If the definitions (A.12) and (A.13) are substituted into (A.16), Ψ can be expressed as

Ψ =
1
2

(
ϕ2

x + 1
) bcbhNbr2

r

Aturbd2
r

CA. (A.17)

Similarly to Φ and Ψ, one can also write Π as a function of ϕx using Equations

(3.15) and (A.11):

Π =
1
2

(
ϕ2

x + 1
)
CT

bcbhNbr3
r

d5
r
. (A.18)
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