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Wave energy converter array layout control
co-design for different mooring configurations

Yerai Peña-Sanchez, Demián Garcı́a-Violini, Ander Zarketa, Markel Penalba, Vincenzo Nava, and
John V. Ringwood

Abstract—This paper introduces a comprehensive con-
trol co-design (CCD) methodology for optimising the
layout of wave energy converter (WEC) arrays from an
economic perspective. The CCD approach ensures that all
optimised WEC and array parameters are aligned with
the final control strategy, resulting in an optimal design
from an overall perspective. By integrating a spectral-based
control strategy into the array layout design, this study aims
to achieve an optimal WEC array layout that maximises
energy absorption while considering the economic cost of
the system. The proposed methodology provides a unique
design approach that combines optimal layout design with
optimal control performance. The analysis focuses on a
three-device in-line WEC array, with different spacing and
mooring arrangements. Energy capture and system cost
evaluation are calculated, and the results obtained using
the spectral-based controller are compared with those ob-
tained using a benchmark passive controller. The findings
underscore the importance of integrating advanced control
strategies at the design stage to enhance energy absorption
and cost reduction.

Index Terms—Wave Energy, Control co-design, Hydrody-
namic coefficients, Interpolation, Extrapolation

I. INTRODUCTION

Ocean waves possess a substantial reservoir of un-
tapped energy potential, positioning them as a poten-
tial significant contributor to transforming the exist-
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ing global energy mix. The wave energy community
has explored various wave energy converter (WEC)
prototypes that utilize different principles of energy
absorption. Even though some of these prototypes
have shown technical feasibility, none have achieved
economic viability yet, indicating their unpreparedness
to compete with other energy sources in the market.

To improve the economic viability of wave energy
converters (WECs), two primary actions have been
identified. Firstly, deploying WECs in large arrays and
optimizing their layout and subsystems can help re-
duce costs, including both initial investment (CapEx)
and ongoing operational expenses (OpEx). Secondly,
enhancing the energy absorption capabilities of these
devices requires the development of advanced control
strategies focused on maximizing energy extraction.
Therefore, from an economic standpoint, it is crucial
to design more reliable prototypes that optimize key
aspects of WECs and WEC arrays, such as array layout,
floater shape, power take-off (PTO) system, and moor-
ing lines. However, it is important to emphasize that
these optimizations should be performed considering
control conditions, as they play a significant role in cost
reduction.

Traditionally, the optimization process involves con-
sidering energy absorption capabilities and loading on
critical elements, while the PTO is driven by simplified
control strategies (such as passive resistive control ap-
proaches). Advanced control strategies are then devel-
oped to maximize energy extraction while maintaining
the system physical integrity through active constraint
handling mechanisms [1]. However, this optimization
process does not guarantee that all aspects of the
WECs or WEC arrays are optimal when considering
the final control strategy, since the implementation
of advanced control strategies significantly alters the
WEC motion. The mismatch between the behaviour of
the (optimised) WEC design and the behaviour when
considering advanced control is addressed by applying
design constraints to the controller, which may lead to
sub-optimal results [2].

To address such a challenge, control co-design (CCD)
of WECs or WEC arrays [3], where optimisation is
carried out considering the final control strategy, has
gained popularity as a more integrative approach. In
other words, this design paradigm emphasizes an opti-
mization approach that is control-aware. Several studies
in the literature have demonstrated the benefits of
CCD for the optimisation of different WEC-related pa-
rameters. For example, [3] highlights that CCD strate-
gies contribute significantly to achieving an optimal
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structural design for the absorber geometry, aligning it
with the energy-maximizing control scheme. Another
interesting example is [4], where the authors optimize
the PTO configuration considering a spectral-control
technique [5]. Finally, from a WEC array perspective,
[6] highlights the significance of employing different
control techniques to optimize the layout of the WEC
array. The study in [6] emphasizes that the behaviour
of individual WECs under different control techniques
can greatly influence the expected interaction between
devices, potentially shifting interaction from destruc-
tive to constructive. This has a substantial impact on
the overall performance of the array, underscoring the
importance of carefully considering the control strategy
in WEC array design.

In this paper, a comprehensive CCD methodology is
proposed to optimize the layout of a WEC array from an
economic perspective. The study incorporates a multiple-
input multiple-output (MIMO) spectral control tech-
nique and explores various mooring configurations.
The analysis focuses on a three-device in-line array,
where the inter-device distances are independently ad-
justed, each associated with a distinct mooring config-
uration. By evaluating the energy capture and system
cost for each layout configuration (assuming consistent
WECs and subsystems costs and, hence, only varying
the mooring system cost), and comparing the results
with those obtained using a passive controller, the
study underscores the significance of integrating an
advanced control strategy at the design stage.

The subsequent sections of this paper are structured
as follows. Section II provides a recap of the funda-
mental principles involved in WEC array modeling.
The spectral-based control scheme, to maximize energy
absorption while adhering to specified physical con-
straints, is introduced in Section III. Section IV outlines
the CCD methodology for optimizing the layout of
WEC arrays, emphasizing the considerations necessary
to achieve an array scheme that aligns with the energy-
maximizing control scheme. To demonstrate the ef-
fectiveness of the proposed approach, an illustrative
example featuring a realistic, full-scale WEC array
system, is presented in Section V. Finally, Section VI
concludes this study by summarizing the key findings
and discussing the implications of the presented ap-
proach.

II. WEC ARRAY MODELLING

A dynamic model of the WEC array system is es-
tablished by considering the interaction between the
fluid (water) and the floating bodies, and it takes into
account the interactions between the different bodies
resulting from the radiated and diffracted waves from
the devices in the vicinity. It should be noted that, with-
out loss of generality, single-degree-of-freedom (DoF)
WECs are considered in this study, in order to simplify
the problem. Thus, the formulation of the model can
be described, in the time-domain, based on Newton’s
second law as

(m+ µ∞) ẍ(t) = fe(t)−fh(t)−fr(t)−fm(t)−fu(t), (1)

where m ∈ R
nb×nb is the mass matrix containing

the mass of each device in the diagonal and zeros
elsewhere, nb the number of bodies composing the
array, µ∞ ∈ Rnb×nb the infinite frequency added mass
of the WECs (in the diagonal) and the interactions
(in the off-diagonal), and x(t) ∈ R

nb , ẋ(t) ∈ R
nb ,

or equivalently v(t), and ẍ(t) ∈ Rnb , or equivalently
a(t), are vectors containing the position, velocity and
acceleration of the WECs. The forces acting on the
WECs (introduced in Equation (1)) are the hydrostatic
force fr(t) = Shx(t) arising due to buoyancy and grav-
ity forces, with sh ∈ Rnb×nb the hydrostatic stiffness
matrix; the radiation force arising from the waves ra-
diated by the motion of the WECs is defined using the
convolution integral as fr(t) = kri,j (t)∗ ẋj(t), with kr(t)
the radiation convolution kernel; the mooring force
which, in this case, is modelled using a spring-damper
system as fm(t) = kmx(t) + bmẋ(t), with km ∈ Rnb×nb

and bm ∈ Rnb×nb the mooring stiffness and damping
matrices; and the wave excitation and PTO control
forces are defined as fe(t) ∈ Rnb and fu(t) ∈ Rnb ,
respectively.

Note that both the infinite frequency added mass
matrix (µ∞) and the radiation convolution kernel ma-
trix (kr) can be computed from the frequency-domain
radiation added-mass and damping (Ar(ω) ∈ Rnb×nb

and Br(ω) ∈ Rnb×nb hydrodynamic coefficients, respec-
tively) following Ogilvie’s relations [7] as

Ar(ω) = µ∞ − 1
ω

∫ +∞
0

kr(t) sin(ωt)dt,

Br(ω) =
∫ +∞
0

kr(t) cos(ωt)dt.
(2)

Analogously, the radiation convolution kernel can be
defined, in the frequency-domain1, as

Kr(ω) = Br(ω) + ȷω [Ar(ω)− µ∞] . (3)

Thus, it is possible now to define Equation (1) in the
frequency-domain, by means of the force-to-velocity
description of the array [8], as

V (ω) = Z−1
i (ω) [Fe(ω)− Fu(ω)] , (4)

with Zi(ω) ∈ Inb×nb , the intrinsic system impedance,
defined as

Zi(ω) = Br(ω) + bm + ȷω

(
m+Ar(ω)−

sh + sm

ω2

)
. (5)

It is possible now to define the force-to-velocity
transfer function [9], which is a requirement for control
design purposes, from Equation (5), as

Gfv(ω) = ȷω
[
−ω2(m+ µ∞) + ȷω(Hr(ω) + bm) + sh + sm

]−1
,

(6)
In Eq. (6), the calculation of Hr(ω) typically involves

the use of boundary-element methods like NEMOH
[10]. However, for various applications, such as control,
it is often more convenient to work with an approxi-
mate representation Ĥr(s)|s=jω ≈ Hr(ω), where s = ȷω
and Ĥr(s) is a stable linear time-invariant (LTI) sys-
tem. This approximation is commonly utilized in the
literature [9], and its determination can be facilitated

1Note that using capital letters on the name of a (lower-case)
variable denotes the frequency-domain analogous of such variable.
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by employing advanced system identification software,
such as the FOAMM toolbox [11]. By adopting an
LTI system approximation for the radiation kernel, the
system presented in Equation (6) can be reformulated
as a unified (MIMO) transfer function matrix or, alter-
natively, represented in state-space form.

Finally, it should be noted that the required
frequency-domain hydrodynamic parameters Ar(ω)
and Br(ω), in addition to the excitation force param-
eters required to define the mapping from wave eleva-
tion to excitation force (He(ω)), can be computed using
boundary element method (BEM) solvers such as, for
example, NEMOH [10] or WAMIT [12].

III. SPECTRAL CONTROL APPROACH

This section provides an overview of the spectral
control strategy employed in this study. In general,
spectral controllers are control schemes that optimize
the control input by solving an optimization problem,
based on a direct transcription method which repre-
sents the system variables using a suitable set of basis
functions. They are capable of handling physical con-
straints and, in theory, achieve optimal solutions [13]
(according to the considered basis function resolution).
In the context of this study, a spectral-based controller
is used to ensure optimal power capture while con-
sidering realistic motion and PTO force ranges, by
including position and control force constraints. In
Sections III-A and III-B, the general control objective
in WECs and the fundamental principles of spectral
controllers are discussed, respectively.

A. Control objective

The primary objective in a WEC control problem
is to maximize the total absorbed energy. In a WEC
system, which experiences an external excitation force
fe(t) and is controlled through a PTO force fu(t), the
total absorbed energy by all the devices in the array
(E ∈ R) during the time interval [0, T ] can be calculated
as

E = −
∫ T

0

P (t)dt = −
∫ T

0

ẋ⊺(t)fu(t)dt, (7)

with P (t) ∈ R as the instantaneous absorbed power.
Therefore, the control problem is usually defined as

max
fu(t)

−
∫ T

0

ẋ(t)⊺fu(t)dt

subject to

 ẋ = F(x, fu, fe)
ẋ = G(x)
C

(8)

where F(x, fu, fe) represents the MIMO state-space
system of the WEC (obtained from Equation (1)), G(x)
the output mapping of the state space as x 7→ ẋ,
and C the set of considered constraints which, in this
case, solely considers displacement and PTO force
constraints (xmin ≤ x(t) ≤ xmax and fmin ≤ fu(t) ≤ fmax,
respectively).

B. Spectral approximation & control
In this paper, we explore a control methodology that

relies on (pseudo-)spectral techniques to address the
control problem presented in Equation (8). The first
step involves discretising the optimal control formu-
lation from Equation (8) in the spectral domain. This
is accomplished by projecting the state vector x(t) and
the control force fu onto an orthonormal vector space of
dimension N , using a linear combination of orthogonal
basis functions denoted as Φ = [ϕ1, ϕ2, · · · , ϕN ]. One
possible choice for the basis functions is the Fourier
basis, inspired by the harmonic nature of the WEC
variables. As a result, the states and control force can
be approximated as

x(t) ≈ xN (t) = x̂Φ(t)⊺, and fu(t) ≈ fNu (t) = f̂uΦ(t)
⊺,
(9)

where the coefficient vectors x̂ = [x̂1, x̂2, · · · , x̂N ]
and f̂u = [f̂u1, f̂u2, · · · , f̂uN ] are both elements of the
real vector space Rnb×N . Within this (pseudo-)spectral
framework, the equation of motion can be approxi-
mated [14] as:

v̂ = (̂fe − f̂u)Go, (10)

where the coefficient vector v̂ = [v1, v2, · · · , vN ]⊺ rep-
resents the approximation of the system velocity v(t),
and Go denotes the force-to-velocity system model.
Additionally, f̂e = [f̂e1, f̂e2, · · · , f̂eN ]⊺, in Equation (10),
represents the coefficient set f̂e1, f̂e2, · · · , f̂eN that ap-
proximates the excitation force.

Taking into account the mathematical properties of
the basis functions Φj [15], the objective function in
Equation (7) can be approximated in the following
manner:

E ≈ JN =

∫ T

0

f̂uΦ(t)
⊺Φ(t)v̂⊺ = −T

2
f̂uv̂

⊺, (11)

This approximation converts the integral relationship
expressed in Equation (7) into an algebraic mapping.
By utilizing Equations (10) and (11), the objective func-
tion can be redefined as:

JN = −(̂fe − f̂u)Go
T

2
f̂u

⊺, (12)

In this way, the objective function is expressed in
terms of the coefficient vectors f̂u, f̂e, and the force-to-
velocity system model Go.

Within this context, the control problem for WEC
systems can now be described as follows:

f̂⋆u ←max
f̂u∈RN

JN

subject to: C.
(13)

The optimization problem presented in Eq. (13) is a
quadratic optimization problem involving the variables
f̂u. The problem is subject to a set of constraints C
that arise from the physical limitations of the WEC
system. In the specific application case discussed in
Section V, the constraints C can be defined based on
the maximum device displacement (Xmax), maximum
PTO force (Fmax), or maximum velocity (Vmax).

To tackle the constrained optimization problem in
Eq. (13), a collocation technique is employed, where
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the constraints are enforced only at specific time points
referred to as collocation points. By considering com-
monly used constraints such as Xmax and Fmax, the
set of constraints C in Equation (8) can be rewritten
as a set of linear inequality constraints, as detailed in
[16]. Finally, taking advantage of defined colocation
points, general and standard multipurpose optimisa-
tion solvers (specifically QP-problem solvers) can be
used to address the problem stated in Eq. (13).

IV. CONTROL CO-DESIGN PROBLEM

In this section, we introduce the formulation and
solution approach for the CCD problem at hand. In
general, the optimization problem for a WEC array
control co-design scheme can be formulated as

ρopt ← Optimise
ρ∈RN

Ψ

subject to: max
f̂u∈RN

JN (ρ)

C

(14)

where the optimization problem aims to minimize or
maximize the objective function Ψ, with respect to the
variable ρ, subject to the constraints considered by the
spectral controller (as defined in Equation (13)). The
specific form of the objective function Ψ depends on
the particular specifications and requirements of the
application. In this analysis, the objective function Ψ
will capture the economic value of each array layout
ρ, considering the optimised control actions for each
device in the array.

A. Array objective function

As mentioned in the introduction, a crucial challenge
in wave energy is the reduction of overall costs as-
sociated with WEC systems or WEC arrays2. In the
literature, the levelized cost of energy (LCoE) is a
prominent metric for assessing the economic viability
of an energy source. Hence, this study introduces an
optimization methodology to determine the optimal
array layout using a metric derived from the LCoE.
Typically, the LCoE is defined as follows:

LCoE =
CapEx + OpEx

Energy production
, (15)

where the energy production is computed over the pro-
jected operational lifespan of the WEC array. It is worth
noting that the units of LCoE are typically expressed
as €/Wh. To provide some context, recent estimates
for onshore and fixed-bottom offshore wind energy
indicate LCoE values of 38$/MWh and 85$/MWh,
respectively, as reported by [17].

As this is an initial study, several simplifying as-
sumptions have been made to facilitate the analysis.
The first simplification relates to the wave conditions
at the location of the WEC array. To conduct a com-
prehensive assessment of the energy generated by the
WEC array at a specific location, it would be necessary

2Note that, from now on, the analysis will be focused on WEC
arrays, since is the aim of this study, but could also be applied to
single WECs.

to consider range of different sea states. These sea
states would be determined based on the probability
distribution of their occurrence at the given location,
often represented using a scatter diagram [18]. Con-
sequently, if we (nominally) assume an operational
lifespan of 20 years for the array, the analysis of
energy production should be performed on an annual
basis, taking into account potential variations in sea
state intensity over time (e.g., increasing intensity and
aggressiveness of sea states as the years progress, as
illustrated in [19]). However, for the purpose of this
analysis, as no specific deployment site is selected, we
consider a single sea state (with multiple realizations
for statistical consistency). It is important to note that
when analyzing a single sea state, the results will
remain unchanged regardless of whether the energy
production is computed over the entire operational
lifespan of the array or only over a short period of
time. This is because the energy produced over the
entire lifespan is determined by multiplying the energy
produced for that particular sea state by the number of
times that sea state occurs throughout the operational
lifespan, which is consistent. As a result, the optimal
array layout would be identical in both scenarios.

The costs of the WEC array, as indicated in Equation
(15), can be categorized into capital and operational
expenditure (CapEx and OpEx, respectively). In this
study, the focus is solely on optimizing the layout
of the WEC array, while keeping the devices them-
selves identical across all cases, which will (primarily)
vary CapEx. Thus, for the present analysis, it will be
assumed that OpEx is specified as a proportion of
CapEx. As a result, OpEx does not impact the obtained
results and is not taken into account in this study.
However, it is worth noting that altering the array
layout may affect the interactions between the devices,
potentially influencing the behaviour of the WECs and,
consequently, the maintenance requirements. Nonethe-
less, it is reasonable to assume that the associated
costs resulting from these effects are relatively small
compared to the CapEx.

The capital expenditure (CapEx) of the WEC ar-
rays can be further broken down into the cost of
the devices (DevEx), the cost of commissioning the
devices (ComEx), and the cost of leasing the site (LeEx).
Similarly, the cost of the devices can be divided into
the cost of their individual components. Among such
components, the mooring system of the array may vary
depending on the layout being considered, thereby
impacting the results since, in certain layouts, two
WECs can share certain parts of the mooring system,
such as the chain or the anchor. However, for the
sake of simplicity and since the optimal layout is not
affected by these components, they are not considered
in this study. Therefore, the cost of the devices in the
array can be defined as follows:

DevEx = nancan +

nch∑
j=1

Lchj
cch, (16)

where nan ∈ R is the number of anchors to be installed,
can ∈ R the cost of each anchor, nch ∈ R the number
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of mooring lines in the array, Lchj
∈ R the length of

the chain of the different mooring lines, and cch ∈ R
the cost of the mooring chain per meter. It’s important
to note that when sharing the anchor, not only the
cost of the anchor itself is saved, but also the cost
of its installation, which can be considered as part of
the commissioning cost (ComEx). In fact, in reality,
since the cost of the anchor for a catenary mooring is
proportional to the horizontal force, sharing an anchor
would actually reduce its cost since the horizontal
forces from the two moorings cancel each other. Thus,
in the present analysis, the only commissioning cost
considered is the cost associated with the installa-
tion of the anchor, as it is the only cost that varies
depending on the layout; other commissioning costs
are assumed to be the same regardless of the layout
being considered. Hence, the anchor cost is defined
as can = canmat + canins , with canmat ∈ R and canins ∈ R
the material and installation costs, respectively. Finally,
the site-leasing expenditure will vary depending on the
area occupied by the array layout as

LeEx = cleAar, (17)

where cle ∈ R denotes the cost of the area per square
meter and Aar the area occupied by the WEC array.

Thus, a new performance function, proportional to
the LCoE of Equation (15), can be defined as

LCoE∗ =
nancan +

∑nch
j=1 Lchj

cch + cleAar

E
, (18)

with the generated energy E as in Equation (7).

B. Problem Solution

As introduced in [20], the problem stated in Equation
(14) is usually approached using different methods:

• Control-inspired paradigms leverage engineering
knowledge of dynamics and control principles.
They propose new control solutions based on low-
fidelity models and control engineering tools.

• Co-optimisation techniques employ mathematical
methodologies with nonlinear models and opti-
misation theory. They consider the cost function
of the plant architecture, dynamics, and controller
design, allowing changes in the structures during
the optimization process.

• Co-simulation methods use high/mixed-fidelity
dynamic models in iterative simulations. They
incorporate optimization algorithms, data-based
models, and machine learning techniques. Co-
simulation is advantageous in handling the com-
plexity of CCD problems, offering integration of
models, iterative design refinement, and flexibility
in exploring design options.

In essence, as concluded in [20], co-simulation is
an effective methodology for finding optimal solu-
tions in CCD problems, enabling comprehensive sys-
tem dynamic analysis, efficient exploration of design
options, and reduced design cycle time. It can integrate
multiscale and multiphysics models, incorporate opti-
mization algorithms and data-driven techniques, and

provide a modular design approach. For further details
on CCD solution methodologies, refer to [20].

In this study, we use a co-simulation approach to
solve the CCD problem stated in Equation (14). Ideally,
this co-simulation approach would be combined with
an optimal point search algorithm, such as linear or
binary search methods. Nevertheless, when examining
and modifying WEC array layout designs within a
CCD loop, it becomes necessary to recalculate hydro-
dynamic coefficients, in order to incorporate the up-
dated geometry. This process involves running bound-
ary element method (BEM) software for each iteration.
Consequently, even for WEC arrays with relatively
straightforward layout configurations, the computa-
tional requirements of the CCD optimisation loop can
quickly become overwhelming and impractical. How-
ever, to simplify the problem and present results for all
array layouts, we employ an exhaustive search proce-
dure. Such a parametric study involves computing the
results for all possible WEC array layouts to determine
which case minimizes the objective function proposed
in Section IV-A, and carries the advantage that full
information on the search space is returned.

V. ILLUSTRATIVE EXAMPLE

In this section, we present an illustrative example
to highlight the advantages of the CCD method intro-
duced in this paper. By applying this methodology to a
specific case study, we aim to demonstrate the benefits
and potential enhancements that can be achieved by
integrating advanced control strategies with system de-
sign, rather than relying on simple passive controllers.
Through this example, we emphasize the significance
of incorporating control considerations from the early
stages of system development, leading to improved
performance and optimized outcomes in practical ap-
plications.

A. Sea state
As mentioned in Section IV, in this study, a simpli-

fied approach is taken by considering a single panchro-
matic sea state with three different wave directions
(0, 45, and 90 degrees, see Fig. 1), whereas a more
comprehensive analysis would involve the use of a
scatter diagram to capture the statistical characteristics
of the sea conditions at a specific wave energy site
[18]. The waves are synthesized using filtered white
noise [21] based on a JONSWAP spectrum [22]. The
selected parameters for the synthesized sea state are a
significant wave height of Hs = 2.5 m, a peak period of
Tp = 10 s, and a steepness factor of γ = 3.3. To ensure
statistical consistency, 10 realizations of the sea state
are considered. Each simulation is conducted over a
duration of 300 s, which is equivalent to 30 times the
peak period of the chosen sea state. Finally, the water
depth is assumed to be 100m.

B. WEC array
The WEC array under consideration consists of three

identical devices arranged in a linear configuration, as
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depicted in Fig. 1. The devices are cylindrical heaving
WECs with a diameter of � = 10m and a draft of 10m.
It is important to note that assuming the WECs move
solely in the heave direction is a strong simplifying
assumption, considering that the optimization algo-
rithm incorporates the mooring system in the objective
function, since contemplating other degrees of freedom
(such as surge and sway) would significantly impact
the mooring configuration selection. Moreover, when
accounting for surge and sway motions, the selection
of a correct minimum inter-device distance becomes
crucial to avoid collisions. However, for the purpose
of this study, which aims to demonstrate the proposed
methodology in a straightforward manner, we assume
that the WECs only move in the heave direction. Ad-
ditionally, it is assumed that the effect of the moorings
on the system follows the same stiffness and damp-
ing characteristics discussed in Section II, regardless
of the specific mooring configuration (e.g., individual
mooring chains or shared chains with neighbouring
devices).

d12 d23

D1 D2 D3β

Fig. 1. Sketch of the considered WEC array layout with β the
direction of the waves.

Fig. 1 illustrates the WEC array layout, where the
three devices composing the array are denoted as D1,
D2, and D3. The key aspect that will be varied in
the array configurations is the inter-device distance
between D1 and D2 (d12) and between D2 and D3
(d23). These inter-device distances are expressed as
multiples of the device diameter (�). In this study,
the range of inter-device distances considered spans
from 2� to 28�, corresponding to distances between
20m and 280m. Additionally, the three wave directions
considered allow showing how the results vary when
the wavefront hit the three devices at the same time
(β = 90◦), when the devices are one behind another
in the direction of the waves (β = 0◦), and the middle
scenario (β = 45◦).

C. Mooring cost

In accordance with Section IV-A, the mooring system
costs are the only costs that vary depending on the
array layout. Consequently, three different scenarios,
as illustrated in Fig. 2, are considered based on the
inter-device distance:

• If the inter-device distance is larger than ds, the
device will be moored separately and, hence, will
have two independent mooring chains (of length
Li) and two anchors;

• if the inter-device distance is ds, the two devices
will share the anchor, but will have their own
separate mooring chain;

• if the inter-device distance is smaller than ds, the
two devices will be connected to each other by

means of a shared mooring chain (of a length Ls,
which depends on the inter-device distance) and
will not have an anchor.

Li

d12 d23

Aar

Ls

Fig. 2. Sketch of the different mooring configurations.

Fig. 2 depicts various mooring configurations, rang-
ing from three independent mooring systems (top fig-
ure) to three bodies sharing a common mooring (bot-
tom figure). The array area, denoted Aar, is indicated
in the figure and is used to compute the site-leasing
expenditure according to Equation (17).

The costs of the anchors (can) and chain (cch) are
determined based on the cost estimates provided in
[23], which are presented in Table I. One could notice
that Table I shows the costs as a function of the
maximum steady state anchor forces and line tensions.
In this study, a value of 104 kN is used for these forces.
However, it is important to note that, in a more detailed
analysis, the mooring system should be optimised so
that such force takes into account potential extreme
events that may occur at the site, among other possible
forces.

TABLE I
COST OF THE MOORING COMPONENTS. FROM [23].

Material Installation
Anchor cost € 93/kN/anchor € 4600/kN/anchor
Chain cost € 0.39/kN/m -

To account for the varying lengths of the chains
and, hence, calculate their cost following the unit costs
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Fig. 5. Absorbed power from the waves for all the array layouts considered, with wave direction (a) β = 0◦, (b) β = 45◦, and (c) β = 90◦,
and the maximum value highlighted in red.

provided in Table I, the shape of the moorings is
modelled using the catenary equation as

ym(xm, did) = am(did) cosh

(
xm

am(did)

)
, (19)

with am(did) a constant (that depends on the inter-
device distance) to shape the catenary curve. The moor-
ing system for different configurations is depicted in
Fig. 3, based on the model presented in Equation (19).
The figure illustrates the mooring shape with a black
line for the scenario where the inter-device distance is
ds, indicating that both devices share the anchor but
have independent mooring chains. Additionally, grey
lines represent different cases of inter-device distance,
ranging from 2� to 10�, where two devices share the
mooring line. It is worth noting that, for the case study
analyzed in this study, ds is set to 12�, as shown in Fig.
3. To provide some context, the mooring chain lengths
shown in Fig. 3 range from approximately 250 meters
for the black line to 125 meters for the lightest grey
line, corresponding to (approximately) € 9.7 · 105 and
€ 4.8 · 105, respectively.

-6 -4 -2 0 2 4 6
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-40

-20
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Fig. 3. Considered mooring lines shape depending on the inter-
device distance.

The leasing cost of the site per square meter is
estimated following the methodology introduced in
[24], where it is assumed to be approximately one-third
of the cost of the complete mooring system. Therefore,
for a device with an independent mooring system,
the leasing cost per linear meter can be calculated as
follows:

cle =
2(can + Licch)

3dle
, (20)

with dle the distance between anchors for an indepen-
dent mooring configuration which, as shown in Fig.
3, is dle = 2 · 6� = 120 m. Thus, the leasing cost per
linear meter is cle ≈ 1.1·104 €/m and the total cost will
depend on the total length of the array (Aar, as shown
in Fig. 2).

Finally, Fig. 4 illustrates the total mooring cost for
all the considered array configurations. It should be
noted that the results are presented as a function of
d12 and d23, and there is symmetry along the diago-
nal axis. This symmetry arises from the fact that, for
geometrically non-symmetric array layouts, the costs
and obtained results are the same for two layouts if
they are symmetric pairs (i.e. if d12 in one layout is
equal to d23 in another layout, and vice versa). In
Fig. 4, a clear step in the cost can be appreciated at
did = 10 �, corresponding to the chosen ds. This step
signifies the need for additional anchors to be installed,
as the WECs are too far apart to share a mooring chain.

[ ]

[ ]

Fig. 4. Mooring systems costs for all the array layouts considered.

D. CCD results
This section discusses the results obtained from the

CCD algorithm. Fig. 5 illustrates the power absorbed
by the different array layouts for the three wave di-
rections considered. Firstly, it should be noted that, as
expected, the power obtained in all the cases is in the
same order of magnitude3, regardless of the layout or

3Note that the three figures of Fig. 5 share the same axis discreti-
sation, defined for Fig. 5(a).
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Fig. 7. Obtained LCoE∗ values for all the array layouts considered, with wave direction (a) β = 0◦, (b) β = 45◦, and (c) β = 90◦, and the
minimum value highlighted in red. Note that the z-axis is inverted to better appreciate the shape of the function.

wave direction. The figures show how the array layout
providing the maximum power differs depending on
the wave direction, although it is similar for all the
cases (between 8 �and 10 �). It is shown that, apart
from obtaining the highest powers, the case with the
waves coming at 90◦ is the least influenced by the in-
teractions between the devices (the difference between
the lowest and highest point is the smallest); while, on
the contrary, for β = 0◦ the effect of the interactions
vary more severely from one layout to another, hence
obtaining a larger variation on the generated power.
Note that such effects make sense since, for β = 90◦, the
interactions are mainly due to radiated waves, while,
for β = 0◦, the interactions are due to both radiated
and diffracted waves.

Fig. 5(c) shows that, for inter-device distances larger
than approximately 6 �, the absorbed power exhibits
a slight decrease but not overly significant, and con-
verges to a specific value. This makes sense since, as
d12 and d23 increase, the WECs in the array become
more separated, resulting in reduced hydrodynamic
interactions. Thus, if the inter-device distance is suf-
ficiently large, the absorbed power in the array should
(theoretically) converge to three times the power gen-
erated by a single isolated WEC. However, it should be
noted that such an effect is not that easy to see in Fig.
5(a), possibly due to the larger amount of interactions,
hence requiring larger inter-device distances.

To identify the best array layout for all the wave
directions considered, the results shown in Fig. 5 are
averaged, as shown in Fig. 6. The power is observed to
be significantly influenced by the inter-device distance,
particularly for smaller distances where the power
decreases substantially. In this case, the array layout
obtaining the largest power is that with the inter-device
distance of 8 �.

After calculating the cost and power absorption for
each layout, the LCoE∗ can be computed using Equa-
tion (15). Fig. 7 displays the LCoE∗ values for the
different array layouts and wave directions considered
in this study. As expected, since the cost is the same
regardless of the wave direction and considering the
generated power shown in Fig. 5, the minimum LCoE∗

value differs for the three wave directions, although
they all are in the same range.

By averaging the LCoE∗ values for all the wave
directions shown in Fig. 7, the results shown in Fig. 8

[ ]

[ ]

8
8

Fig. 6. Absorbed power from the waves for all the array layouts
considered averaged over the wave directions, with the maximum
value highlighted in red.

are obtained. Notably, the optimal array layout, based
on the specified conditions, corresponds to a symmetric
layout with an inter-device distance of d12 =d23 = 6 �.
This optimal layout aligns with the expected results
observed in Figures 4 and 6, further reinforcing the ef-
fectiveness of the proposed optimization methodology.

6

6

[ ]
[ ]

Fig. 8. Obtained LCoE∗ values for all the array layouts considered
averaged over the three wave directions, with the minimum value
highlighted in red.

It is important to clarify that the magnitudes of the
results obtained in this study are not meant to be
interpreted as fully realistic or meaningful in absolute
terms. They are displayed solely for the purpose of
comparing the outcomes with those obtained using a



PEÑA-SANCHEZ et al.: WAVE ENERGY CONVERTER ARRAY LAYOUT CONTROL CO-DESIGN FOR DIFFERENT MOORING CONFIGURATIONS 531 - 9

simple controller (shown in Section V-E). Additionally,
the costs considered in the analysis may not accurately
reflect real-world scenarios, and the optimal layout
obtained could vary if different specifications are taken
into account. However, it is crucial to emphasize that
the objective of this section is not to present a real
case study, but rather to demonstrate, by means of
an illustrative example, the optimization methodology
proposed in this paper.

E. Results with passive controller
In this section, a similar analysis to the previous

section is conducted, but with the inclusion of a simple
proportional controller based on the device velocity.
The damping coefficient of the controller is optimized
for each inter-device distance and wave direction. Note
that, for the sake of conciseness, only the results av-
eraged over the three wave directions are shown in
this subsection. Fig. 9 illustrates the power absorption
of the different array layouts for the given sea state,
similar to Fig. 6. In this case, the maximum power
absorption is achieved with the symmetric array layout
featuring d12 =d23 = 8 �. However, the differences
in power absorption between the minimum and maxi-
mum values are much less significant compared to Fig.
6. Also, one could notice that the power absorbed with
this controller is significantly less than that obtained
with the spectral control (around 7 times less).

[ ]

8

8
[ ]

Fig. 9. Absorbed power from the waves for all the array layouts,
considering a simple proportional controller, averaged over the three
wave directions.

The optimisation results obtained for the propor-
tional controller are illustrated in Fig. 10, where the
d12 =d23 = 2 �configuration is shown to yield the
highest LCoE∗ value, coinciding with the least expen-
sive array layout depicted in Fig. 4. In fact, it is evident
that the surface plot in Fig. 10 exhibits an inverse rela-
tionship with the surface plot in Fig. 4. This outcome
arises from the minimal differences in absorbed power
among all the inter-device distances, as evidenced in
Fig. 9. Consequently, the LCoE primarily depends on
the inverse of the cost factor rather than the absorbed
power. It should be noted that Fig. 10 suggests an
optimal inter-device distance of 0 �, reflecting the
most cost-effective mooring configuration. However,
it is essential to recognise that such a scenario is not

physically feasible. The present study did not consider
the minimum inter-device distance required to avoid
over-positioning (or even collisions between) the de-
vices, which must be taken into account for practical
implementation.

[ ]

[ ]

2

2

Fig. 10. Obtained LCoE∗ values for all the array layouts, with the
maximum value highlighted in red, considering a simple propor-
tional controller, averaged over the three wave directions.

Lastly, it is important to emphasize that, as men-
tioned before, if the proposed CCD methodology is
not employed and the array layout optimization is
performed using a simple controller, followed by the
implementation of an advanced control strategy on the
final layout, the results may not be optimal. In the cur-
rent example, if the optimal layout obtained from the
optimization with the simple controller (d12 =d23 =
2 �) is used with the optimal controller, the outcomes
will be suboptimal. This can be observed in Fig. 8,
where the LCoE∗ values for this combined approach
are lower compared to the results obtained using the
CCD methodology. Therefore, it underscores the signif-
icance of integrating advanced control strategies dur-
ing the layout optimization process to achieve optimal
outcomes.

VI. CONCLUSION

This study introduces a novel control co-design
(CCD) methodology for optimizing the layout of a
wave energy converter (WEC) array, taking into ac-
count the economic factor of considering different
mooring system configurations. The results highlight
the influence of controller selection within the op-
timisation process on the optimal array layout, em-
phasizing the importance of incorporating advanced
control techniques at early design stages. The CCD
methodology demonstrates its effectiveness in achiev-
ing optimized WEC array layouts that balance power
absorption and component cost considerations.
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