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Abstract

In Virtual Reality, real walking is a natural and intuitive form of navigation. With real

walking the user physically walks to move in a virtual environment. However, with

real walking the size of the physical space needs to match the virtual space. This is

rarely feasible, especially for large virtual worlds. Redirected Walking seeks to solve

this problem by decoupling the mapping between the virtual trajectory of the user

and their physical movement. There are two broad categories of redirected walking.

Gain manipulation changes how the user’s viewpoint is moved. For example, the

user might turn at a different rate in the virtual environment than they are physically

turning. This is called rotation gain. Environment manipulation changes the virtual

environment itself - for example an expanding room.

This work aims to reduce the amount of physical space required for redirected

walking while balancing the impact of redirected walking on user experience. The first

part of this work looks at the performance of existing generalised redirected walking

methods in a small tracking space. It was found that these existing methods have

limited use in such small tracking spaces at levels that are comfortable for users. Next

we look at the turning accuracy of users with larger rotation gain. We found, for

example, at higher rotation gain levels users turned more than expected and the visual

detail of the virtual environment impacted their turning accuracy.

Finally, based on these findings, a new method of virtual rotation is created: Seg-

ment Addition. With Segment Addition the virtual environment expands and con-

tracts around the user so they must turn further or shorter to reach their goal. It is

an example of an environmental manipulation method. A user study using Segment

Addition found the environment natural and comfortable for users even when large

changes were made to the virtual environment. This demonstrates Segment Addition

as a promising new technique for redirecting users in small tracking spaces.
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Chapter 1

Introduction

Humans have always sought to share experiences - from story telling around a fire

and paintings on cave walls, to the written word, to theatre, to modern television and

video games. New technology opens new ways to share experiences and expands

what it is possible to communicate. Virtual reality offers a deep sense of immersion to

the user, a sense that the surrounding virtual environment is as real as they are. Virtual

reality brings us to places we would never be able to visit ourselves (Beck, Rainoldi,

and Egger, 2019), lets us inhabit different bodies (Kilteni, Groten, and Slater, 2012) and

experience moments from another’s perspective (Christofi and Michael-Grigoriou,

2017). In short, virtual reality creates new possibilities for how we communicate and

share. In virtual reality it becomes possible to recreate our wildest dreams.

To foster this deep sense of immersion, users need to be able to explore and in-

teract with the virtual environment in ways that feel natural. Real walking has the

user physically walk through a real-world tracking space as they navigate in a virtual

environment. Real walking is the most natural form of navigation in virtual reality

(Homami, Quigley, and Barrera Machuca, 2025) as it facilitates presence (Slater, 2009;

Langbehn, Lubos, and Steinicke, 2018b). The body-based cues from vestibular and

proprioceptive senses used when walking aid in navigation and search-related tasks

(Ruddle and Lessels, 2009). Many applications could benefit from the use of real walk-

ing to create immersive experiences for users.

For example, Star Wars: Droid Repair Bay1 is an immersive experience where the

user repairs robots from a large room in a space station (see Figures 1.1). In it’s current
1Such as in Star Wars: Droid Repair Bay -

https://store.steampowered.com/app/726910/Star_Wars_Droid_Repair_Bay/

https://store.steampowered.com/app/726910/Star_Wars_Droid_Repair_Bay/


2 Chapter 1. Introduction

FIGURE 1.1: Screenshots taken from the official steam page of the ’Star
Wars: Droid Repair Bay’ video game. The user repairs robots (’droids’)

on a virtual space station with different interactive areas.

version, the user operates virtual machinery to move the robot close to them to repair

it. After the robot is repaired, the little robot rolls around the room, interacting with

different aspects of the environment. However, with the use of a large enough physical

space to move in, the user could theoretically move around the virtual room in the

space station. In this case, the user could physically move the small robot from one

space to another within the room by guiding it with their own walking. They could

chase the robot around the room or bring it to different interactive parts of the room.

This could provide a more immersive experience to the user, as they feel like they

can freely and easily move around in this interactive virtual room to complete the

narrative goal of repairing robots. Many other applications to benefit from similar

real walking capabilities - a virtual dodge ball match where the user can freely move

around the court, a dinosaur museum tour where the user walks between exhibits

at their leisure and can easily look at the relative size of the exhibits from all angles

or a fire escape training exercise where the user needs to navigate through a virtual

environment full of winding corridors and smoke.

However, with all these application examples, while virtual environments can be

expansive, the real-world space the user can walk in is limited. Especially consumer

grade hardware often uses limited tracking space. Many new users experience virtual
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reality in their own homes where the size of their room limits the available tracking

space. Redirected walking seeks to alleviate this limitation by letting the user walk in

a virtual environment that is larger than the physical tracking space available (Raz-

zaque, Kohn, and Whitton, 2005). Redirected walking changes the way a user walks

in a virtual environment compared to their movements in the tracking space. This al-

lows the user to remain safely within the tracking space while they freely explore the

virtual environment. There are multiple approaches to redirected walking that fit into

two broad categories:

• Viewport Manipulation changes how the user moves in the virtual environment

compared to the tracking space. The user might turn at a faster rate in the virtual

environment than their physical turning speed. Or they might walk twice as far

with every step in the virtual space compared to the tracking space.

• Environment Manipulation changes the virtual environment around the user

to keep them inside the tracking space. Rooms might be bigger when the user

is inside them but shrink when they have left. Doors might change walls so

that the virtual room behind the door is within the tracking space. A twisting

corridor might turn the user back the way they came while presenting them with

a new virtual room.

Each redirected walking method comes with its own set of benefits and drawbacks.

This thesis looks at the problem of effective redirected walking in small tracking spaces

specifically. To this end, we consider the following questions:

• How effective are existing, generalised redirected walking methods in small

tracking spaces?

• Can rotation gain be adapted into redirected walking algorithms more effec-

tively for small tracking spaces?

• Are there alternatives to rotation gain that can make better use of redirected

walking in small tracking spaces?
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1.1 Contributions

This thesis studies the user experience of redirected walking and redirected walking

algorithms with particular attention given to small tracking spaces in relation to the

three research questions developed above. This thesis provides multiple contributions

to expand the field of redirected walking, including a new redirected walking method

based on the findings of multiple user studies.

First, the current state of the field of redirected walking is summarised in the litera-

ture review in Chapter 2. The different methods and approaches to redirected walking

are detailed, including the strengths and weaknesses of each. An emphasis is placed

on how real users respond to the differing redirection techniques in small tracking

spaces, both in terms of user experience and task completion.

The first contribution is a user study that explores research question 1 - the user

experience of generalised reactive redirected walking algorithms in small tracking

spaces where users are free to roam within the virtual environment (see Chapter 3).

It was found that in such small spaces, users had similar task performance with redi-

rected walking algorithms compared to a baseline without consistent redirection. Ad-

ditionally, users preferred simple algorithms that redirected them less to the more

complex algorithms. Based on these results, guidelines were developed for designers

implementing redirected walking algorithms in small tracking spaces.

The second contribution relates to research question 2 above, the user response to

rotation gain under different environment conditions (see Chapter 4). Rotation gain

is a redirected walking technique that changes how far the user turns in the virtual

environment compared to the tracking space. The turning accuracy of 38 participants

was measured in a virtual environment with a single visual cue and another with

many visual cues at different levels of rotation gain. Users were more strongly affected

by rotation gain in the virtual environment with multiple visual cues compared to

the single visual cue environment. While the direction of the turn had no impact on

user response, both the level of gain and the amount the user was asked to turn did

have an affect on user response. These results increase our knowledge of the relative

impact of different amounts of rotation gain and the factors that should be considered
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when implementing such gain in virtual environments, especially when used with

predictive redirected walking algorithms where rotation accuracy is important to the

efficiency of the algorithm.

The third contribution is the introduction of Segment Addition - a new redirected

walking method (see Chapter 5). This method relates to research question 3 and pro-

vides a new, alternative approach to strong rotation gain for small tracking spaces.

Segment Addition adds or removes sections of the environment (dubbed ’slices’) to

the virtual environment when the user rotates. The slices are added outside the user’s

field of view so that they have to turn further to reach their goal in the virtual space.

There is a direct mapping of the user’s movements between the virtual space and the

physical tracking space - as they turn more in the virtual space they also turn more in

the physical space. The results of our initial user study shows the benefits of the new

method. Despite participants becoming aware that they seemed to be turning further

inside the virtual environment, they felt the turn to be natural and pleasant. Addi-

tionally, simulator sickness remained low even though participants turned repeatedly

inside the virtual environment with significant increases and decreases to the turn

amount. The results of the initial study suggest Segment Addition is a promising new

method for redirected walking.

Finally Chapter 6 summarises the work presented in this thesis and outlines po-

tential avenues for future research.

1.2 Artifacts

Papers

• L. Krueger, C. Markham, and R. Bierig, "Exploring User Turning Perception and

Comfort of the Segment Addition Redirected Walking Technique," 3rd Interna-

tional ACM Conference of the Greek SIGCHI Chapter (ACM CHIGreece 2025),

Syros Greece, Association for Computing Machinery, 2025, (accepted)

• L. Krueger, C. Markham, and R. Bierig, "Investigation of Redirection Algorithms

in Small Tracking Spaces," 30th ACM Symposium on Virtual Reality Software
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and Technology (VRST ’24), Trier Germany, Association for Computing Machin-

ery, 2024, Article 14, 1–9,

https://doi.org/10.1145/3641825.368774

• L. Krueger, C. Markham and R. Bierig, "Comparison of Two Novel Environmen-

tal Manipulation Methods for Rotating VR Users," 10th International Conference

on Virtual Reality (ICVR), Bournemouth, United Kingdom, Institute of Electrical

and Electronic Engineers, 2024, 362-368,

https://doi.org/10.1109/ICVR62393.2024.10868877

• L. Krueger, C. Markham and R. Bierig, "An Experimental System to Measure Ac-

curacy of Rotation Gain Under Different Conditions in Virtual Reality Systems,"

2023 34th Irish Signals and Systems Conference (ISSC), Dublin, Ireland, Institute

of Electrical and Electronic Engineers, 2023, 1-6,

https://doi.org/10.1109/ISSC59246.2023.10162127

Systems

• Turning Accuracy Measuring System:

https://github.com/chionic/VR-Turning-Accuracy-Environment

• Segment Addition implementation for User Study:

https://github.com/chionic/Segment-Addition-Demo

Presentations

• L. Krueger, "Segment Addition: User Response to the Virtual Reality Redirected

Walking Technique", XR Showcase 2025, D-REAL, SFI Centre for Research Train-

ing in Digitally Enhanced Reality, Dublin Ireland

• L. Krueger, R. De Andrade Moral, C. Markham and R. Bierig, "Rotation Accuracy

in Virtual Reality Applications with Different Rotation Gain Levels", 43rd Con-

ference on Applied Statistics in Ireland (CASI 2023), Killarney, Ireland, Poster

Presentation, https://casi.ie/2023/p5/
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Chapter 2

Literature Review

Virtual Reality (VR) technology continues to improve since first entering the consumer

market a decade ago. In the past two years, multiple companies have announced

new Head-Mounted Displays (HMD) for using XR systems, such as Apple’s Vision

Pro headset1, Meta’s Quest 3 and Quest 3S2, and the Vive XR Elite launched by HTC

Vive3. In this thesis the previous generation of HMDs have been used, such as the

Meta quest 2 and the HTC Vive Pro Eye. VR has found application in healthcare

(Iqbal et al., 2024), education (Lampropoulos and Kinshuk, 2024), training (Abich et

al., 2021), tourism (Lurdes Calisto and Sarkar, 2024) and architecture (Safikhani et al.,

2022), among others.

One of the most common tasks performed in VR is navigation through a virtual

environment. There are many methods to navigate in VR (Al Zayer, MacNeilage, and

Folmer, 2020; Martinez, Wu, and McMahan, 2022). Initially, controller-based naviga-

tion was adapted from video games for use with VR. With controller-based navigation

the user holds a controller in their hand and presses buttons or uses a joystick to con-

trol their movement while physically staying in one spot, either standing or sitting.

While requiring very little space, controller techniques often cause simulator sickness

in users as they stay still in reality while feeling as though they are moving in the

virtual space.

1See Apple Vision Pro announcement, reported by Apple:
https://www.apple.com/newsroom/2023/06/introducing-apple-vision-pro/ (access, 20th July 2023
2See https://www.meta.com/ie/quest/quest-3s/
3See https://www.vive.com/us/product/vive-xr-elite/overview/
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Al Zayer, MacNeilage, and Folmer, 2020 considers different methods for naviga-

tion in VR. Steering-based techniques have the user constantly moving forward in the

virtual space. The user can change their trajectory by moving a part of their body -

for example they might move in the direction that their head is rotated or where their

gaze is. In contrast, with selection-based techniques the user stays in one spot in the

virtual environment until they choose the exact location they wish to move to. When

they choose this next location, they are instantly transported there through the use of

teleportation or a route is planned for them and the system automatically moves the

user along the planned route without further input. Teleportation allows for quick

movement through the virtual world at the cost of users having a weaker sense of

the layout of the environment. Manipulation-based methods present the user with a

smaller representation of the virtual environment, avatars or objects that they can use

to zoom in and out of a landscape (see Danyluk et al., 2021 for an overview). These

methods provide users quick access to large virtual environments while still allowing

them to get a sense of the layout of the virtual environment.

In contrast to the virtual methods described above, where the user moves virtually

with limited physical motion, walking-based techniques aim to emulate real walk-

ing. Real walking has the user physically walk through a real-world tracking space as

they navigate in a virtual environment. It is one of the most natural navigation meth-

ods available for VR (Homami, Quigley, and Barrera Machuca, 2025). It improves

the user’s sense of presence compared to other common locomotion techniques such

as walking-in-place (Slater, 2009; Usoh et al., 1999; Homami, Quigley, and Barrera

Machuca, 2025) or joystick control (Langbehn, Lubos, and Steinicke, 2018b). Addi-

tionally, the body-based cues from vestibular and proprioceptive senses used when

walking help with navigation and search-related tasks in VR (Ruddle and Lessels,

2009). Users often prefer natural walking to other navigation methods (Mayor, Raya,

and Sanchez, 2021; Homami, Quigley, and Barrera Machuca, 2025). With these advan-

tages many applications could benefit from the use of real walking.

However, while virtual environments can be expansive, the real-world space the

user can walk in is limited. With Partial Gait techniques (Al Zayer, MacNeilage, and
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Folmer, 2020) users make similar movements to walking while staying in place. This is

achieved by either having the user walking-in-place or with the use of treadmills. With

walking-in-place gestures are used to move in the virtual environment while the user

stays in the same place. For example, the user might be marching on the spot in the

physical space while they move forward in the virtual environment. Other gestures

for walking-in-place techniques include wiping, tapping, knee-bending and single-

stepping (see Al Zayer, MacNeilage, and Folmer, 2020). These methods approximate

real walking and are generally considered more natural than controller-based methods

of navigation. However, they are seen as less natural than real walking while also

requiring some physical exertion for the user (Usoh et al., 1999). Additionally, some

walking-in-place methods cause positional drift over time where the user moves from

their initial position over time. This drift needs to be accounted for in longer VR

experiences in small spaces.

Gait-negation uses equipment such as treadmills or specific flooring and shoes to

allow the user to move forward while keeping them in place. Treadmills and other

specific locomotion hardware for VR, while commercially available4, require dedi-

cated space and are still expensive, thus they are only feasible for enthusiasts, research

labs, or specialised businesses, such as VR arcades. Consumer grade hardware uses

limited tracking space, with many new users experiencing virtual reality in their own

homes in bounded rooms.

Finally, redirected walking seeks to alleviate the spatial limitation of real walking

by letting the user walk in a virtual environment that is larger than the physical track-

ing space available (Razzaque, Kohn, and Whitton, 2005). Redirected walking changes

the way a user walks in a virtual environment compared to their movements in the

tracking space. The two major approaches to redirected walking are:

• Gain manipulation changes the position or rotation of the viewport of the user

in the virtual space. This decouples the physical and virtual movements of the

user - the user might move twice as far virtually with every step or rotate less in

the virtual world than their physical rotation.

4E.g., Omni One by Virtuix: https://omni.virtuix.com/



10 Chapter 2. Literature Review

• Environment Manipulation changes the environment around the user. Either

the virtual environment is altered to fit inside the physical tracking space before

the user ever enters the virtual world or hidden parts of the virtual environment

are altered while the user is in VR. For example, a room might be bigger while

the user is inside it and then shrink when the user moves into a different room.

The redirected walking methods explored in this review all lead back to one of

these two fundamental techniques. Figure 2.1 shows an overview of the different

types of redirected walking, moving from general approaches to specific techniques.

Environment manipulation methods include static approaches that change the virtual

environment before the user enters VR either by mapping the larger space onto the

smaller tracking space using spatial compression (see 2.3.1) or by dividing the space

into cells the size of the tracking space (see 2.3.1). It also includes dynamic approaches

that change the space while the user is inside the virtual environment (see 2.3.2). Gain

Manipulation methods include many different types of gain, these gains can be com-

bined into redirected walking algorithms that aim to optimise how the gains are used

(see Section 2.1). There are three different approaches to redirected walking algorithms

- reactive algorithms consider only the current position of the user, predictive algo-

rithms aim to forecast where the user will move next and machine learning algorithms

train on large datasets to optimise gain (see Section 2.2).

Sometimes different techniques are combined to allow users to walk in even smaller

tracked spaces (Suma et al., 2012). It is possible to tailor a virtual environment to a

very small tracking space, such as a 2m × 2m or 3.5m × 3.5m (as used in Chapter 3)

if the layout of the tracking space is known ahead of time and the paths inside the

virtual environment are heavily constrained (Eklund, 2022; Ropelato, Menozzi, and

Huang, 2022; Li and Fan, 2023). However, these techniques cannot be generalised to

unknown virtual environments and tracking spaces. Both hardware such as eye track-

ing and software design techniques (for example, distractors) can be used to further

enhance redirected walking techniques.
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FIGURE 2.1: Overview of redirected walking showing key research ar-
eas

2.1 Gain Manipulation

With gain manipulation, the user walks along a different path in the tracking space

than the one they perceive they are walking in the virtual environment (Razzaque,

Kohn, and Whitton, 2005). This is achieved by deliberately moving the viewport cam-

era in the virtual environment out of sync with the user’s movement in the physical

tracking space. The user unconsciously changes course to stay on the expected trajec-

tory in the virtual environment. These changes to how the viewport camera moves

are referred to as gain. There are multiple types of gain, which are used to optimise

different situations (see Liu, Ren, and Gan, 2024 for an overview). Among these, three

common types of gain are (Nilsson et al., 2018):

• Translation Gain: changes the distance a user moves in the virtual environ-

ment compared to the real world. Users tend to underestimate virtual distances

(Steinicke et al., 2008; Bruder et al., 2012; Renner, Velichkovsky, and Helmert,

2013; Waldow, Fuhrmann, and Grunvogel, 2018). This is beneficial for transla-

tion gain, where with no translation gain present users believe they are walk-

ing more slowly in the virtual world than the physical space. Adding a small

amount of translation gain makes users feel like they are being tracked more ac-

curately. It has also been shown that as translation gain increases, users tend to
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walk more slowly (Nguyen, Cervellati, and Kunz, 2017). Translation gain can

also be combined with other gains for additional benefit (Grechkin et al., 2016).

The left most image in 2.2 shows an example of translation gain. With a ratio

of 1:1, the distance the user walks in the real world is translated directly to the

distance the user walks in the virtual environment. With a gain of 2:1, the user

travels twice the distance in the virtual environment as the real world. The equa-

tion 2.1 describes how the viewport is altered to add translation gain.

GT = DV/DR (2.1)

where GT is the translation gain, DV is the virtual displacement and DR is the

real world displacement.

• Rotation Gain: changes the amount a user rotates in the virtual environment

compared to the real world. This is measured by how much the user turns vir-

tually compared to the real world. The second image in 2.2 shows an example

of rotation gain. For example, a scenario where the user turning 60° in the real

world would lead them to turn 90° in the virtual environment would have a

gain of 1.5. Meanwhile, the user turning 180° in the real world and 90° virtually

would be 0.5. See equation 2.2.

GR = θV/θR (2.2)

where GR is the rotational gain, θV is the virtual rotation and θR is the real world

rotation.

• Curvature Gain: a user walks along a curve in the real world as they perceive

themselves to be walking along a straight path in the virtual environment. The

third image in 2.2 shows an example of curvature gain. The radius of the circle

that the curve could be placed on is used to describe curvature gain. A smaller

radius value corresponds to a larger curvature gain as the curve of the path is

more extreme. Bending Gain is a special case of curvature gain (Rietzler et al.,
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FIGURE 2.2: The diagram shows the three common types of gain. The
red arrows represent the user’s virtual movements and the blue arrows

their real movements. The user is represented by the yellow circle.

2019) where a user walks along a curved path in the virtual environment, while

walking along a more extreme curved path in the physical tracking space.

2.1.1 Subtle Redirection

Suma et al., 2012 divides walking gain strategies into categories depending on whether

the gain is subtle (the user is unaware of the gain manipulation) or overt (the user no-

tices the changes in how they turn). Subtle redirection benefits from improved spatial

memory (Hodgson, Bachmann, and Waller, 2011; Langbehn, Lubos, and Steinicke,

2018a), higher immersion and less impact on task performance (Bruder, Lubos, and

Steinicke, 2015; Mostajeran et al., 2024) than overt redirection. Subtle gains are the

building blocks of redirected walking algorithms.

Detection Thresholds

Detection thresholds are the point at which most users become aware of the gain be-

ing added. Steinicke et al., 2008; Steinicke et al., 2010 first sought to find the detection

thresholds for translation, rotation and curvature gain. Since then, multiple studies

have sought to define the detection threshold for each type of gain under varying con-

ditions (see Li, Steinicke, and Wang, 2022; Liu, Ren, and Gan, 2024 for detailed lists).

Curvature gain detection thresholds are the most sensitive to the exact experiment

conditions (Steinicke et al., 2010; Bruder et al., 2012; Grechkin et al., 2016; Green, 1993).
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However, all detection thresholds vary significantly based on a variety of factors, for

example:

• There is strong variance between individual users (Hutton et al., 2018; Nguyen

et al., 2020a): Users who rely more heavily on visual cues when navigating tend

to have higher detection thresholds (Rothacher et al., 2018). Additionally, users

who primarily use their surroundings to judge the amount they are turning

rather than internal body cues, such as proprioceptive and vestibular senses,

have higher curvature gain detection thresholds (Jing et al., 2024). This has led

to the creation of methods to tailor the gain level to each individual by adding

a gain calibration phase before the users enters the target virtual environment

(Hutton et al., 2018; Avola et al., 2023).

• Users experience level with VR: Experienced users detecting gain earlier than

inexperienced users (Robb, Kohm, and Porter, 2022; Congdon and Steed, 2019).

• The cognitive load of the user: A high cognitive load increases the detection

threshold (Nguyen et al., 2020a; Cools and Simeone, 2019; Mostajeran et al.,

2024). Interactive tasks such as placing objects or reading text (Lee et al., 2024)

or a physically exhausting task (Coelho, Steinicke, and Langbehn, 2022) can in-

crease the rotation gain threshold by acting as a distraction from the gain.

• The speed the user is walking or turning at: Users are less sensitive to gain at

slower speeds (Neth et al., 2012; Brument et al., 2021).

• The properties of the virtual environment: for example the brightness (Waldow,

Fuhrmann, and Grunvogel, 2018), the height of the horizon (Kim et al., 2022)

and the size of the environment (Kim et al., 2022; Gan et al., 2024). The number

of visual cues users could orient themselves with sometimes changed detection

thresholds (Kruse, Langbehn, and Steinicke, 2018; Paludan et al., 2016) and in

other cases did not impact thresholds (Paludan et al., 2016; Gan et al., 2024).

The level of realism and type of environment (urban or natural) did not impact

thresholds for curvature gain (Mostajeran et al., 2024).
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• The amount the user is moving at once: More gain can be added with smaller

head turns than large head turns without the user noticing (Bruder et al., 2009).

• Habituation can increase curvature detection thresholds: When users had habit-

uated to curvature gain below the detection threshold, higher gain in the same

direction could be added without their notice (Bölling et al., 2019; Sakono et al.,

2021; Lee and Kwon, 2023), while gain in the opposite direction became more

noticeable (Bölling et al., 2019).

• The user’s embodiment in VR: A first-person perspective increases immersion

while making users more aware of curvature gain (Nguyen et al., 2020b). Simi-

larly, if users feel they have greater agency in movement, it lowers the curvature

gain detection threshold (Nguyen et al., 2020b). Adding a virtual avatar to the

user made them feel as if they could better judge the gain, but had no impact

on gain thresholds (Reimer et al., 2020). Having the user wear tracking devices

on their feet that are then used to synchronise an animation of their virtual foot

movement made users more aware of gain (Kruse, Langbehn, and Steinicke,

2018).

• The user’s field of view (FOV): A larger FOV (110° compared to 40°) made rota-

tion gain less noticeable (Williams and Peck, 2019).

• Using senses other than sight to reinforce the gain: Providing haptic feedback

by using physical props increases immersion but reduces the detection thresh-

old (Hoshikawa et al., 2022). Spatialised sound lowers curvature gain detection

thresholds (Meyer, Nogalski, and Fohl, 2016) but has shown little impact on ro-

tation gain detection thresholds (Nilsson et al., 2016). Adding vestibular noise

so users rely less on their vestibular sense increases curvature gain detection

thresholds (Matsumoto et al., 2021).

• A gradual increase in gain: A gradual increase has been shown to increase de-

tection thresholds under some conditions (Congdon and Steed, 2019; Bao et al.,

2024) but not others (Zhang and Kuhl, 2013).
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• Gender: gender impacted rotation gain detection thresholds in Williams and

Peck, 2019 but not in Gan et al., 2024.

With the variability in gain thresholds across different scenarios, different mea-

sures have also been created. The threshold of limited immersion set the point at

which rotation gains were high enough that they broke a user’s sense of presence

(Schmitz et al., 2018). A user’s immersion breaks quite late after the rotation gain be-

comes noticeable in cases where the virtual turn was larger than the physical turn,

with a typical rotation gain immersion threshold of 1.85. Some participants remained

immersed in the scenario even when the rotation gain was increased to 2.0. Similarly,

Rietzler et al., 2019 prioritised user comfort while the users were aware of the gain.

These higher thresholds bring down the physical space requirements for redirected

walking. Curvature gains above the detection threshold have an impact on spatial

and verbal memory task performance (Bruder, Lubos, and Steinicke, 2015); however

it is unclear how these higher rates of gain effect other task performance, for example,

such as tasks involving searching, executive function or attention to detail.

Chapter 4 of this thesis follows from this work, looking at how different levels

of rotation gain impact users in both a complex and minimal virtual environment

at levels at and above the detection threshold. Chapter 4 includes a low visual cue

environment that contains a blue void with a yellow ball in front of the user to orient

them in the space, similar to the empty space with just a horizon line and a stop marker

in Kruse, Langbehn, and Steinicke, 2018.

2.1.2 Overt Redirection

It is possible to tailor a virtual environment to a specific small space requirement com-

bining different redirection techniques (Langbehn and Steinicke, 2019; Serubugo et al.,

2017). However, there is no easy way to generalise these principles to all virtual envi-

ronments played in a room-scale tracking space. As a result, while subtle redirection

is preferred when large tracking spaces are available, overt redirection can allow the

user to walk safely even inside very small tracking spaces. Overt Redirection uses the

different gains mentioned in Section 2.1.1 at levels above the detection thresholds. The
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downsides of these techniques include adding to cognitive load (Nguyen et al., 2020a)

and reducing immersion (Schmitz et al., 2018).

Immersion can remain high if the gains added are only slightly above the detec-

tion thresholds such as below the threshold of limited immersion (Schmitz et al., 2018).

Another example is using all gain types together at levels slightly above the detection

threshold to allow users to walk in a small tracking space (2.43m× 2.43m) (Bozgeyikli

et al., 2019). Twice the curvature gain detection threshold can be used without signif-

icantly increasing simulator sickness, and 70% of users will accept a curvature gain

of four times the detection threshold, despite increases in simulator sickness (Rietzler

et al., 2019). Chapter 4 of this work implements rotation gain beyond the detection

threshold (introduced by Steinicke et al., 2010) and the threshold of limited immer-

sion (Schmitz et al., 2018).

Larger translation gain can be used to allow users to walk large virtual distances.

When users walked 3 times as far virtually as physically, a high sense of presence was

maintained but there was also an increase in simulator sickness (Selzer, Larrea, and

Castro, 2022). Seven League Boots (Interrante, Ries, and Anderson, 2007) scale the

user only in one direction and work well with translation gain up to 3:1. Williams

et al., 2006 shows that users can orient themselves within a virtual environment even

with translation gain as large as 10:1. Different methods of large translation gain are

most effective depending on the type of task the user is performing (Abtahi et al.,

2019). Users prefer giant scaling (where the user becomes bigger compared to the

environment) compared to seven-League boots or daddy long-legs scaling (the users

legs are longer but their upper body remains the same size) for medium sized virtual

environments (Zhao, Lindeman, and Piumsomboon, 2025).

Resetting

Even when using subtle redirection, occasionally an overt method will be necessary.

With the gain mentioned in Section 2.1.1, sometimes the user will move to the edge

of the tracking space available to them and must be quickly turned to stay within the

boundaries of the space. Resetting is an overt form of redirection that gives the user
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explicit instructions on how to turn. This technique is used alongside other redirection

techniques as a failsafe when a user is close to a boundary. Resetting caused less

motion sickness than adding constant gains in a tracking space spanning 6m x 6m

(Gao et al., 2022).

Williams et al., 2007 introduced the concept of resetting with three techniques –

the freeze backup which freezes the viewport while the user steps backwards into

the centre of the tracking space, the freeze turn that has the user rotate 180◦while the

viewport is frozen, and the 2:1 turn which has the user turn 180◦while turning the

viewport 360◦. The 2:1 turn is seen as the best of these three techniques, while freeze

backup leads to the least amount of error in how much the user turns.

Other techniques were introduced later, such as; Reset to Centre which aims to

turn the user back to the centre of the tracking space, Modified Reset to Centre (MR2C)

(Thomas and Rosenberg, 2019a) for spaces with internal obstacles, Reset to Gradient

(R2G) which turns the user to face in the direction of the most negative gradient from

their current position and SFR2G which computes multiple steps ahead to see if the

direction found by R2G actually leads the user away from obstacles in the space.

ARC Reset (Williams, Bera, and Manocha, 2021a) aims to rotate the user to face

away from the physical obstacle they are currently facing while aligning the virtual

and physical obstacles as closely as possible. When virtual and physical obstacles are

closely aligned, the user will naturally avoid physical obstacles while avoiding the

virtual obstacles they can see. Lee et al., 2024 found ARC Reset useful in moving the

user away from tight and narrow spaces.

Recently, resetting strategies have aimed to improve the user experience. The re-

setting strategy introduced in Xu et al., 2022 resets the user so that they can walk the

longest distance until the next reset while moving in a straight line towards a point

of interest to them (their goal). Virtually the user turns 360°, while in the physical

space they turn towards the optimum direction for their chosen path. This strategy

also places resets far away from points of interest the user can interact with to min-

imise the disruption to the users. Lee, Kim, and Lee, 2025 identified the shortcomings

of resetting user interfaces in notifying users of when to reset, how far to turn and in
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which direction to turn. They created a new user interface for resetting that uses both

auditory and visual cues, as well as a gauge to show how far the user has left to turn.

An algorithm for defining the best angle of reset for a given physical environment

was introduced in Zhang, Chen, and Zollmann, 2022. The resetting system works

alongside other redirection and resetting algorithms and optimises which way the

user is facing in the physical tracking space after the reset. One-Step Out-Of-Place

Resetting (Zhang et al., 2023) steers the user to a nearby location and direction that is

likely to have long walking paths until another reset is required. This method not only

turns the user, but changes their location in the physical tracking space while freezing

the virtual viewport. Li and Fan, 2024 creates an energy map of the virtual space and

the user’s current trajectory to predict where the user will navigate to the next. They

use this information to choose the ideal direction for the user to face after the reset to

minimise the number of resets and the distance between resets. Chapter 3 of this work

uses two different resetting techniques as part of its redirected walking algorithms.

2.2 Redirected Walking Algorithms

With redirected walking algorithms, different types of gain are combined to steer the

user away from the edge of the tracking space and physical obstacles. These algo-

rithms often implement gains below the detection threshold alongside a resetting tech-

nique to steer the user around the space.

Li, Steinicke, and Wang, 2022 divide redirected walking algorithms into categories

based on the approach used. Reactive algorithms only analyse the user’s current posi-

tion in the real tracking space and optimise gains based on this information. Reactive

algorithms are better able to take advantage of unexpected user movement to add

additional redirection (Azmandian et al., 2022a). Predictive algorithms try to guess

where the user will move next based on where they are in the virtual environment and

their future trajectory. Learning-based techniques use machine learning algorithms to

optimise redirection. These three types of redirected walking algorithm are described

in more depth in the next three subsections.
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2.2.1 Reactive Algorithms

Reactive Algorithms generally consider only the current position of the user and the

environment, rather than trying to predict future movement. The first generalised

redirected walking algorithms (introduced by Razzaque, Kohn, and Whitton, 2005)

included Steer-to-Center (S2C), which is often used as a benchmarking algorithm in

later works. S2C guides the user back to the centre of the tracking area. S2C works

best in an unconstrained virtual environment, followed by steer to orbit (S2O), which

guides the user along a circular path along the edge of the tracking space (Hodg-

son and Bachmann, 2013). In constrained virtual environments with a limited num-

ber of long straight paths S2O works best (Hodgson, Bachmann, and Thrash, 2014).

Users were more likely to feel simulator sickness symptoms in virtual environments

with high optical flow in large parts of their vision (Hodgson, Bachmann, and Thrash,

2014). Azmandian et al., 2015 compared S2C and S2O and defined the minimum vi-

able tracking space for the two algorithms to be 6m x 6m.

The first reactive algorithms assumed the user had a square or rectangular tracking

space with no obstacles inside it to move in. More recent reactive algorithms account

for irregular shaped tracking spaces that might contain internal obstacles, as would

often be found in users’ homes. For example, the Artificial Potential Field Algorithm

(APF)(Bachmann et al., 2019; Thomas and Rosenberg, 2019a) tries to steer users to-

wards empty areas of the tracking space. In an empty square environment, APF is

very similar to the S2C algorithm. An APF adaptation for irregular shaped tracking

spaces outperformed S2C and other major reactive algorithms (Messinger, Hodgson,

and Bachmann, 2019). APF has been extended to work with multiple users (Dong et

al., 2020) and for walking backwards or sideways (Dong et al., 2023). APF-S2T com-

bined APF with a steering to target algorithm to improve the performance of APF in

narrow, corridor-like environments (Chen et al., 2024).

Some generalised redirected walking algorithms aim to align virtual walls and

boundaries with real world walls and boundaries (Goldfeather and Interrante, 2012).

The Alignment-based Reactive Controller (ARC) aims to align physical and virtual

obstacles within the tracking space (Williams, Bera, and Manocha, 2021a). When these
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obstacles are aligned the user naturally avoids the virtual obstacles and in doing so,

avoids the physical obstacles as well. The controller introduced in Williams, Bera, and

Manocha, 2021b aims to align the spaces so that the user is walking in the two most

similar visibility polygons for the physical and virtual spaces using gains. A new

method to match the physical and virtual spaces was created that aligns the walls,

floors and key game objects of the spaces by splitting the virtual space into cells and

adding separate levels of translation gain to the x and y direction of each cell (Kim and

Woo, 2023).

In a simulation comparing two reactive controllers (APF and S2C) and two envi-

ronmental alignment controllers (ARC and Visibility Polygons), alignment controllers

performed better when there was more local similarity between the physical and vir-

tual environments (Williams, Bera, and Manocha, 2021b). That is, when the virtual

and physical obstacles in an area have similar shapes and sizes. The Environment

Navigation Incompatibility (ENI) index looks at how easy it would be for a user to

walk in a given virtual environment based on the physical environment available to

them (Williams, Bera, and Manocha, 2022). ENI describes how locally similar the two

environments are and then creates a map of areas that are easier and harder to navi-

gate virtually.

A new redirection method that combines techniques from APF and alignment con-

trollers out-performed previous APF and alignment-based controllers in simulations

with large tracking spaces and internal obstacles (Wu et al., 2023). Similar to previous

work, alignment controllers were found to work when there is local similarity between

the physical and virtual environments while APF controllers work well when there are

large, obstacle free regions.

In Chapter 3, the performance and user preference of two different reactive algo-

rithms described in this section (S2C and ARC) are compared in a small tracking space

of 3.5m x 3.5m.
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2.2.2 Predictive Algorithms

Predictive Algorithms add gains based on the optimal place for the user to move to in

the tracking space based on predictions of their future trajectory. There are two parts

to the predictive algorithm - first the algorithm must map the potential paths a user

might take, and then calculate the gain based on this knowledge.

A constraint on such path prediction algorithms is the computing power avail-

able to predict future paths the user may take within an acceptable time frame. The

more constrained the space in which the user can walk, the easier it will be for predic-

tive algorithms. Fully Optimized Redirected Walking for Constrained Environment

(FORCE) (Zmuda et al., 2013) uses path prediction on a limited number of natural

paths the user can take in the virtual environment to optimise gains. MPCR (Nescher,

Huang, and Kunz, 2014) sees redirection as an optimal control problem where differ-

ent redirection techniques are dynamically switched between based on the best out-

come using path prediction. COPPER (Azmandian et al., 2022a) switches between

different redirection strategies (e.g. simple gain, S2C, MPCR, FORCE etc) based on

on what is the best strategy to implement for a given input state. For wide-open vir-

tual spaces with few set paths, a short-term (3m) planning prediction algorithm (Hirt

et al., 2022a) can be used, as long-term predictions are difficult due to the number of

possible trajectories.

Methods of efficiently mapping potential paths that can be combined with the ex-

isting predictive algorithms have also been implemented. Automatic path prediction

using a set of navigation meshes for a specific environment can compute an average

of 20m of path in 7.5ms (Azmandian et al., 2016a). Another system generates skeleton

graphs for virtual environments with automatically or manually generated waypoints

(Zank and Kunz, 2017). In this system additional waypoints can also be added by the

designer and the system pre-computes likely trajectories. A different approach uses

Inverse Kinematics to plan a path from the goal to the start position of a virtual en-

vironment while accounting for resetting and translation gain (Thomas, Yong, and

Rosenberg, 2022). In Chapter 4 of this work, the turning accuracy of users under dif-

ferent rotation gain levels is measured.
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2.2.3 Learning Based Algorithms

Approaches from the field of machine learning are being used to improve the per-

formance of redirected walking algorithms and create new ones. A Long Term Short

Term Memory network has been used to predict the future path of users in a maze

environment (Cho, Lee, and Lee, 2018). Similarly, SRC (Lee et al., 2024) dynamically

switches between S2C, SRL, TAPF and ARC depending on which controller suits the

scenario best using Long Term Short Term memory network. In simulation SRC out-

performed any individual algorithm used in its make-up.

Steer to Optimal Target (S2OT) (Lee, Cho, and Lee, 2019; Lee et al., 2020) uses

double deep Q-Learning to predict the optimal steering target in the physical tracking

space. Another redirection controller used reinforcement learning to choose which

gain levels to apply to the user (Strauss et al., 2020). Similarly, reinforcement learn-

ing was used to train a controller that reduced resets compared to a basic heuristic

controller in both a simulation and user study (Chang et al., 2021). While previous

controllers used primarily the previous physical movements of users for prediction,

a recurrent neural network took the virtual trajectory of the user and the features of

the virtual environment into account to improve movement prediction (Lemic, Struye,

and Famaey, 2022).

With the rise in learning based algorithms and predictive algorithms, understand-

ing how users react to different gain levels becomes more important as this has a direct

impact on how users are able to navigate the environment and how well prediction

algorithms work. In Chapter 4, the accuracy of user rotation at different levels of rota-

tion gain is analysed.

2.3 Environment Manipulation

Environment Manipulation changes the geometry around the user, to create impos-

sible spaces that could not exist in our physical world as their geometry overlaps or

changes over time. There are two approaches to this kind of geometry:
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• Static geometry takes the user’s tracking area into account when creating the

virtual environment before the user enters the space.

• Dynamic geometry changes around the user while the application is running.

The novel Segment Addition technique described in Chapter 5 falls into the cate-

gory of dynamic geometry. The Segment Addition technique fills a gap in the litera-

ture for an environment manipulation approach that can be used in virtual environ-

ments that contain wide open spaces with few occluding objects. It takes the idea of

splitting up the virtual environment found in the static virtual cells approach. How-

ever, instead of dividing the environment based on the size of the tracking spaces, it

adds slices to the environment dynamically by leveraging change blindness. To the

author’s knowledge, no other technique using segmentation similar to Segment Ad-

dition exists and it provides a novel approach to redirected walking.

2.3.1 Static Geometry

Static Geometry uses a map of the tracking space to create a virtual environment be-

fore the user even enters VR. It includes two approaches. Firstly, Spatial Compression

which maps a larger virtual environment onto a smaller tracking area using mapping

techniques. Secondly, Virtual Cells which divide the virtual environment up based

on the size and shape of the tracking space.

Spatial Compression

Spatial Compression uses planar mapping approaches to create a map from the phys-

ical tracking space and the virtual environment (see Figure 2.3). Spatial Compression

causes less simulator sickness than gain manipulation techniques, which improves

user experience (Gao et al., 2022). However, it is more sensitive to the layout of both

the physical space and virtual environment. In wide, open outdoor scenes, distortion

becomes more noticeable. Similarly, in very cluttered environments with no excess

space that can be bent distortion becomes more noticeable.

Sun, Wei, and Kaufman, 2016 introduced planar mapping which created a ver-

sion of the virtual environment where every point in the environment mapped onto
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(A) Planar Mapping comparing Virtual and Physical Environments - larger virtual
environments (a) mapped onto two smaller physical tracking spaces (b,c).

(B) A view of the virtual environment - (a) without any distortion caused by planar
mapping. (b) what the user sees after the planar mapping is complete.

FIGURE 2.3: An example of a planar mapping approach that com-
presses a larger virtual space onto a smaller physical space. The figures
are examples taken from the original paper on Planar Mapping Sun,

Wei, and Kaufman, 2016)
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a smaller physical tracking space. The map was locally injective, to stop objects from

overlapping and allow users to navigate comfortably. Smooth Assembly Mapping

(SAM) divides the virtual environment into sections and aims to minimise isometric

distortions (Dong et al., 2017). SAM allowed the mapping of larger virtual environ-

ments to smaller physical tracking spaces.

Another spatial compression technique minimises distortions around areas of in-

terest where the user focuses most of their attention (Cao et al., 2020). It comes at the

cost of slightly higher distortions (compared to SAM) in areas of low interest. The

space requirements of a virtual scene can be reduced up to 40% if it is moderately

occluded without visual distortions for the user (Dong et al., 2021). DreamWalk, a dy-

namic mapping technique (Xiong et al., 2024) outperforms SAM in wide open spaces

at the cost of being more GPU intensive as it computes the mapping at run time.

Virtual Cells

Virtual Cells have often been overlooked as a part of redirected walking despite being

a technique that allows users to walk naturally inside a virtual environment that is

larger than the tracking space set aside. This could be due to how the virtual envi-

ronment is altered before the user ever steps inside it. Virtual Cells divide the virtual

environment up into cells the size and shape of the tracking space. Within a cell, the

user can use real walking. Moving between cells has the user move virtually while

staying in the same place physically (see Figure 2.4). The biggest challenges with this

technique are moving the user naturally from one cell to the next and generalising the

method across different spaces.

Often, a transition metaphor is used to move users between cells. The most ef-

fective type of transition between cells will depend on what transition metaphor feels

the most natural in the virtual environment. For example, a rotating bookshelf (Yu

et al., 2017) or elevator (Marwecki and Baudisch, 2018), where the user turns with the

rotating bookshelf or heads back out into a room on a different floor of the virtual en-

vironment with the elevator. The user can then walk around the next room normally,

as they are once again facing an empty tracking area. For outdoor cells, sometimes a
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FIGURE 2.4: Moving from one cell to another - In some cells users can
move directly from a spot in the current cell to the same spot in another
cell (1). Other cells have a designated spot where the user can move

from one cell to the next (2).
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bird (Marwecki and Baudisch, 2018) is used - the user points to another cell and a bird

flies them to the next cell. The bird deposits the user in the position in the new cell that

corresponds to their position inside the tracking area (see 2.4). This way, the user can

explore within the new cell freely without the need for gains. Portals can also be used

to move from one cell to the next (Han, Moere, and Simeone, 2022; Rebelo, Ferreira,

and Nóbrega, 2025), with portals that expand the virtual environment preferred by

users to portals that spin the environment around the user. Another approach subdi-

vides cells into four pieces, with different pieces being replaced when the user walks

past key points in the virtual environment (Serubugo et al., 2017), allowing the cells

to be moved between imperceptibly at the cost of adding additional constraints to the

layout of the virtual environment. G-RFP (Kwon et al., 2022) creates an infinite virtual

space to fit irregular tracking spaces using fixed reset points to move from one cell to

another.

Static geometry can take advantage of small and irregular tracking spaces as the

virtual environment is designed around it. However, this focus on the tracking space

can make it difficult to generalise the virtual environment to different tracking ar-

eas. Scenograph (Marwecki and Baudisch, 2018) and similar programs can help to

generalise static geometry approaches, as a single experience can work with multiple

different tracking area layouts. ’virtualSpace’ (Marwecki et al., 2018) is a platform that

lets developers build virtual reality experiences that are tracking area agnostic. An-

other approach is to adapt a developer created virtual room layout to the space of the

physical tracking area, keeping the relative layout of key objects and furniture as close

to the original virtual room as possible (Sin et al., 2019). I-RFP is a cell based approach

to tiling a convex physical space into a pre-existing virtual space (Kwon et al., 2022).

A fixed reset point allows the user to move from one cell to the next in the virtual

space. I-RFP had higher immersion, lower simulator sickness and users had a better

sense of control over movement than the gain manipulation based redirected walking

algorithm APF.
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2.3.2 Dynamic Geometry

Dynamic Geometry changes the layout of the virtual environment while the appli-

cation is running. An experiment with 20 participants compared different redirected

walking techniques and found change blindness to be the best approach for medium

and small environments (Gao et al., 2022). It had the lowest simulator sickness scores,

fastest walking speeds and users found it most similar to natural walking.

Change Blindness

Change blindness is the tendency for people to remain unaware of changes in their

environment that occur when they are not looking at them (Simons and Ambinder,

2005; Simons and Rensink, 2005). Dynamic geometry often relies on change blindness.

In Suma et al., 2011 while the user was completing a task on a computer screen in a

virtual office environment, the door to the office and the corridor behind it switched

walls. Out of 77 participants, only one noticed the change. Additionally, the cognitive

maps of users remained intact as if the door had never switched walls. The Segment

Addition technique described in Chapter 5 relies on change blindness.

With change blindness, changes are more likely to remain undetected if the follow-

ing conditions are met (Martin et al., 2023):

• Far away: The change happens further away from the user in space. Vasser,

Kängsepp, and Aru, 2015 also found that users were more likely to detect changes

in the foreground rather than the background.

• Simple: The object that changed was not complex.

• Outside FOV: The change happens outside of the user’s field of view (FOV).

Even when the user’s only task is to detect changes in their environment, they

will notice changes outside of their field of view in a novel environment about

40% of the time.

• Novel Environment: The environment is new to the user – across two separate

experiments looking at change blindness in virtual reality environments, there

was a habituation effect where users became better at detecting changes in a
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FIGURE 2.5: A top down view of an overlapping space with a corridor
and two rooms (A, B). Depending on where the user (yellow circle) is

in the environment, the size of the room changes.

scene in trials near the end of the experiment compared to trials near the begin-

ning.

• Multiple Changes: even if multiple changes occur in a scene, the user is unlikely

to notice more than 4 of them with an average detection rate of 2.68 changes,

regardless of the actual number of changes that took place.

Boundaries and passages are used to obscure sections of the virtual environment

to leverage change blindness. Boundaries are environmental features that delineate

one area from another – the walls of a room, a garden fence, a hedge. The user must

move to a specific spot or area, a passage through the boundary, to go through to a

different area – a door, a gate, a gap in the shrubbery. Dynamic geometry changes

the placement of these boundaries and passages depending on where the user is in

the environment. The inside wall of a room in the virtual environment might expand

to increase the size of the room while the user is in it. Similarly, passages between

spaces might change position, like in Suma et al., 2011, so that what is beyond them is

optimally placed inside the tracking space available to the user.

Overlapping Spaces

Overlapping spaces (Suma et al., 2012) play with the boundary walls between rooms.

Two or more rooms are connected by a corridor and from the corridor it looks like

these two rooms are placed beside each other in space. However, inside each room is

bigger than would be possible in reality as the inside wall of the room overlaps where
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the next room would be (see 2.5). Small virtual rooms can overlap up to 56% and large

virtual rooms can overlap 31% without users who are looking for the overlap noticing

it at a rate better than chance. Users noticed room overlap of 40% or more when aware

of the manipulation and without any extra tasks assigned to them, whereas when they

had to dodge around a security camera in a corridor between two rooms, overlap up

to 68% remained unnoticed (Ciumedean et al., 2020). These findings suggest that large

overlap in room space is less likely to be noticed when users are given additional tasks

to complete or are distracted.

The perception of width in an overlapping room while the user was only consid-

ering one room was accurate. In contrast when asked to compare the relative sizes of

two overlapping rooms in the same space, the ratio between their size remained in-

tact while the exact size of each was underestimated (Robb and Barwulor, 2021). This

aligns with previous findings from (Suma et al., 2012) that even when users are made

aware of overlapping rooms, they point to objects hidden from view in the corridor as

if the rooms did not overlap. Han, Vande Moere, and Simeone, 2023 introduced a tech-

nique of creating a series of small virtual rooms on the fly in a virtual environment,

based on the tracking space the user has available to them. This technique overtly

creates the next and previous sub-rooms based on where the user is in the tracking

space and their interest level in what is in the created rooms. The user can see previ-

ous rooms they have visited through various open doorways and windows. Rooms

adjacent to the current room show up at ground level while previous rooms rise or

lower as if on different floor levels to the user.

Transitional Areas

Transitional areas are spaces in the virtual environment whose purpose is to funnel

users from one area to another. While rooms and other boundary enclosed spaces

might contain interaction elements for the user to complete tasks, transitional areas

do not contain such elements. Since the only purpose of transitional areas is to get the

user from point A to point B they can be seen as a type of extended passage between

two boundaries. This allows transitional areas to be very flexible in terms of geometry
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(and makes them ideal for adding redirected walking – see Langbehn and Steinicke,

2019 corridor bending gains). The segments added in the Segment Addition technique

described in Chapter 5 could be seen as a type of a transitional area.

A classic example of a transitional area in an indoor environment is the corridor –

a long plain hallway leading off into multiple rooms. A method to automatically gen-

erate twisting corridors between overlapping rooms was introduced by Vasylevska et

al., 2013. In an initial user study, five users who were not told about the dynamic

changes beforehand, described the corridors as ’maze-like’ and did not notice the

rooms overlapped. Long corridors with multiple turns were more effective at blind-

ing the user to overlapping rooms compared to short, straight corridors or u-shaped

corridors (Vasylevska and Kaufmann, 2015). With a c-shaped corridor between the

two rooms an overlap of 60% remained unnoticed (Vasylevska and Kaufmann, 2015).

A preliminary study with 7 participants suggests an overlap of up to 33.8% might

still be effective when the corridors and/or overlapping rooms have no walls between

(Ciumedean et al., 2021).

Previous dynamic geometry approaches require a space with many boundaries

and passages to be useful. This makes dynamic geometry a good method in indoor

environments or high boundary outdoor environments such as a city with narrow

streets and garden mazes, but less useful in large open spaces such as football fields or

grassy plains. This gap in the literature is addressed with a new spatial manipulation

technique, Segment Addition, described in Chapter 4. Segment Addition introduces

segmentation, where slices of the environment are dynamically added or removed

outside the user’s FOV, to Environment Manipulation approaches.

Spatial Contraction

Spatial Contraction is an overt environmental manipulation technique (Xu et al., 2024)

where the space in the direction the user is walking is contracted so that they have to

cross a shorter distance to reach their destination. As the speed of the user increases,

the level of contraction also increases, allowing them to cover greater distances virtu-

ally while only taking a few steps. Unlike translation gain, this technique keeps a 1:1
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mapping between the user’s virtual and physical movements, so that there is no mis-

match between the movements. It can be used alongside Translation Gain to further

improve its performance, and in a study with 21 participants, there were no signifi-

cant increases in simulator sickness scores compared to real walking with the Spatial

Contraction method. Similarly to Spatial Contraction, Segment Addition dynamically

alters the virtual environment around the user as they move, although the mechanism

for how this is achieved differs (see Chapter 5 for details).

2.4 Simulator Sickness

Simulator sickness (also known as VR sickness or cybersickness) is a form of motion

sickness that some users experience while inside computer-generated simulations.

This section reviews simulator sickness specifically in the context of the user expe-

rience of redirected walking. For a general overview of simulator sickness and VR see

Jerald, 2015 Chapter 12 and 17.

While the exact cause of simulator sickness is still unknown, one popular theory

is that sensory conflict can cause simulator sickness. When someone moves, multiple

senses are used to help them orient themselves in the environment. The eyes use

visual cues and the relative position of objects to understand which way and at what

speed the person is moving. The vestibular system, where our sense of balance comes

from, keeps track of our position relative to gravity. Proprioception keeps track of our

body in space. Normally when moving, all three of these senses align and there is no

conflicting input between them. However, when moving in a vehicle our visual sense

might tell us that we are moving when our proprioception and vestibular system do

not notice much of a change. This can lead to motion sickness.

Similarly, in virtual reality, latency might change the input of the visual system

to suggest we are moving in a different way than we are physically moving. Gain

manipulation (see Section 2.1) techniques for redirected walking purposely introduce

sensory conflict to redirect the user inside a virtual environment. This can lead to

more simulator sickness, especially for new users or users who are inside the virtual

environment for a long time. Chang, Kim, and Yoo, 2020 reviewed the literature on
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simulator sickness in virtual reality. They concluded hardware factors such as latency

and display type, content factors, such as task duration and controllability, and hu-

man factors, such as demographics and individual differences, can all contribute to

simulator sickness.

In relation to redirected walking, many studies in the field consider simulator sick-

ness as an important metric to decide if a method or algorithm is applicable. Gener-

ally, such studies uses the Simulator Sickness Questionnaire (SSQ) (Kennedy et al.,

1993) to measure sickness before and after users have experienced the virtual environ-

ment. Initially, an SSQ total score above 20 was assumed to be due to a bad simulator

(Kennedy et al., 1993). However, later work (Gemert et al., 2024; Bimberg, Weissker,

and Kulik, 2020) questioned this threshold for simulator sickness, as the original test

was conducted on a set of military pilots. For the field of redirected walking, Gemert

et al., 2024 suggests thresholds of None (< 5), Low (5–15), Medium (15–30), and High

(> 30) when comparing different locomotion techniques to other works in the field.

While redirected walking has lower simulator sickness scores than some other

forms of locomotion (such as joystick control, Mayor, Raya, and Sanchez, 2021), gain

manipulation (especially rotation and curvature gain) has been shown to increase sim-

ulator sickness (Gemert et al., 2024). Higher gain thresholds (users who are less likely

to notice gain) are correlated with higher simulator sickness scores (Williams and Peck,

2019). This could be due to being exposed to higher gains in general than specific to

those users with a higher gain threshold. Curvature gains below the detection thresh-

old increased simulator sickness after both 50 and 200 trials (Lee and Kwon, 2023).

Gao et al., 2022 compared five redirected walking techniques in the amount of sim-

ulator sickness they produced. Gains cause the most simulator sickness, followed

by resetting and spatial compression. Overlapping architecture caused less simulator

sickness while Change Blindness techniques had the lowest simulator sickness scores.

With the negative impacts of simulator sickness, studies have tried to find ways to

catch signs of users feeling simulator sickness early and varying virtual reality content

accordingly. Williams et al., 2025 found that both postural sway and gaze velocity in-

creased with higher rotation gain levels and the longer users spent inside the virtual
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environment. Varying the level of curvature and bending gain applied over time re-

duces discomfort for curvature gain by 16% and bending gain by 9% (Sakono et al.,

2021). The Long-Term Short-Term machine learning model introduced by Wang et al.,

2022 used eye-tracking data and virtual character movement to predict when users

were feeling simulator sickness symptoms in Virtual Reality. The model was more ac-

curate for users who experienced a lot of simulator sickness. Kundu et al., 2023 used

an explainable machine learning model and trained it on to detect simulator sickness.

The weights within the model can help show which factors contribute the most to

increased simulator sickness.

In their paper Liao et al., 2022 introduce an equation that measures accumulated

simulator sickness in relation to the SSQ, magnitude of optical flow, redirected walk-

ing gain and time spent in the virtual environment. Based on the results, they create a

redirected walking controller that accounts for simulator sickness.

Simulator sickness scores are used to measure the user experience in both the study

comparing redirected walking algorithms in small tracking spaces (Chapter 3) and the

study on Segment Addition (Chapter 5).

2.5 Thesis Concepts

This section briefly describes the key concepts from the literature used in each of the

upcoming chapters.

In the next Chapter (3) a user study on reactive redirected walking algorithms in

small tracking spaces (see Section 2.2.1) is reported on. Azmandian et al., 2015 and

Bozgeyikli et al., 2019 both considered the effectiveness of redirected walking algo-

rithms in small tracking spaces. The redirected walking algorithms use gain manip-

ulation (see Section 2.1) and resetting algorithms (see Section 2.1.2). The redirected

walking toolkit (Azmandian et al., 2016b) was used to implement two of the algo-

rithms. The third algorithm was built within the toolkit system based on the paper

that first implemented the algorithm (see Williams, Bera, and Manocha, 2021a). The

simulator sickness (see section 2.4) of participants was measured at the end of the

study.
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In Chapter 4 the turning accuracy of participants with rotation gain (see Section

2.1) at and above the detection threshold (see Section 2.1.1 and Section 2.1.2) is mea-

sured. The detection threshold (Steinicke et al., 2010) and threshold of limited immer-

sion (Schmitz et al., 2018) are used to guide the level of rotation gain used in the study.

Two different virtual environments with different levels of visual cues are introduced

within the study based on the findings of Paludan et al., 2016 and Bayramova et al.,

2021. The results of this study should be considered when implementing predictive

redirected walking algorithms (see Section 2.2.2).

In Chapter 5 a new redirected walking technique (see section 2) is introduced - Seg-

ment Addition. Segment Addition fills a gap in the literature. It makes use of change

blindness (2.3.2) to dynamically alter (2.3.2) wide, open virtual environments. This ex-

pands the type of virtual environments where Environment Manipulation techniques

can be used (2.3). It does so by dynamically adding and removing segments, called

"slices" to the virtual environment outside the user’s FOV. The concept of segmenting

the environment is similar to cell division approaches (2.3.1), however the applica-

tion of dynamically adding segments and how they are added into the environment

is novel. The author is unaware of any other segmentation approach for dynamic

Environmental Manipulation. A user study investigates the experience of users with

Segment Addition, including user comfort (see section 2.4). A future outlook is pre-

sented that includes potential modifications to the technique using virtual cells (see

section 2.3.1) and gain manipulation (see section 2.1).
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Chapter 3

User Experience of Redirected

Walking Algorithms in a Small

Tracking Space

Redirected walking brings an immersive way to explore virtual reality worlds to users

who have limited physical space in which they can safely navigate. Many consumers

have very limited tracking space when they use virtual reality applications in their

own homes, as the size of their room limits the tracking space. This chapter contributes

to the under-explored area of the user experience of redirected walking. It describes

how users respond to reactive redirected walking algorithms in small tracking spaces.

A user study with 36 participants was conducted that compared three approaches

to redirected walking in different virtual environments with a tracking space of only

3.5m × 3.5m.

The results describe objective performance metrics and users’ preferences and ex-

periences of the algorithms. The simplest of the three algorithms, Reset Only, had a

similar performance to the Steer-to-Center algorithm and was also preferred by users.

The Alignment Based Redirection Controller in contrast had fewer breaks in presence

caused by resets but users also had worse task performance. Based on these results,

recommendations are proposed for designers using redirection. Suggestions include

implementing a predictable resetting system and choosing algorithms focused on re-

setting or environmental manipulation in small tracking spaces.
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3.1 Introduction

Real walking, where the user walks in the real world as they walk in the virtual envi-

ronment, can increase presence and immersion (Hodgson and Bachmann, 2013). For

a user to walk in a virtual environment, physical tracking space must be set aside for

them to walk safely while immersed in the virtual environment. However, tracking

space is limited by the size of the room, especially when using virtual reality (VR) at

home.

Redirected walking algorithms subtly redirect the user to remain in the tracking

space while they are walking in a larger virtual environment. This is achieved by

adding ‘gain’ to the user’s movements. For example the user might rotate a little more

or walk further with every step in the virtual environment compared to their physical

movement. Section 2.1 details the different types of gain.

There are many different redirected walking algorithms (see Section 2.4 for an

overview). These algorithms usually use automated simulations for an initial per-

formance evaluation, often followed by a small user study. Many of these automated

simulations model users who walk in straight lines and stop to turn in place. A user

study that constrained real users to walking paths similar to these simulations (Az-

mandian et al., 2022b) found that redirected walking algorithms had similar perfor-

mance in the user study to automated simulations. However, this method does not ac-

count for how users naturally behave in virtual environments. Real users walk along

curved trajectories, move in non-forward directions or accelerate (Hirt et al., 2022b).

These behaviours are not accounted for in automated simulations. Simulation alone

cannot adequately describe user response to a redirected walking algorithm (Hirt et

al., 2022b). Common performance metrics for redirected walking, such as number of

resets and distance between resets, differ between user studies and automated simu-

lations.

User experience is an under-explored area in VR locomotion (Martinez, Wu, and

McMahan, 2022). Very few studies focus on the response of real users to redirected

walking algorithms in small tracking spaces. It was suggested to use spaces that are

6m × 6m or larger for redirected walking (Azmandian et al., 2015). However, later
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work found redirected walking to be viable in a space of about 2.44m × 2.44m with

higher gain levels (Bozgeyikli et al., 2019).

The main hypothesis of this chapter is that gain may be used to allow users to

walk in larger virtual spaces, even when confined to small tracking spaces. This chap-

ter describes a user study as a contribution to this under-explored area, focusing on

the user experience of redirection with three different redirected walking algorithms.

The user study compares the performance of the three algorithms to each other in

three different virtual environments with a small physical tracking space. Addition-

ally, users’ preferences among the algorithms and user experience (based on usability

and simulator sickness metrics) are measured.

3.2 Implementation

Different redirected walking algorithms are best suited for different scenarios. Predic-

tive algorithms work well when the virtual space is mapped out and has structured

paths for the user to follow (Zmuda et al., 2013; Nescher, Huang, and Kunz, 2014; Qi,

Liu, and Cui, 2010; Fan et al., 2023). Machine-learning approaches can be leveraged

with enough time and processing power (Lee, Cho, and Lee, 2019; Lee et al., 2024;

Lemic, Struye, and Famaey, 2022). Eye-tracking can be used to predict a user’s fu-

ture direction (Jeon et al., 2024) or to add additional gains (Nguyen and Kunz, 2018);

however, eyetracking is not present in most consumer grade VR headsets. Reactive

algorithms are the most flexible (Razzaque, Kohn, and Whitton, 2005; Bachmann et

al., 2019; Thomas and Rosenberg, 2019b; Williams, Bera, and Manocha, 2021a). Reac-

tive algorithms use only the current position of the user and make fewer assumptions

about the space they are in.

For users experiencing VR at home, the following assumptions are considered as

the most likely set of circumstances:

• They are using a consumer-grade headset without eyetracking - such as the Meta

Quest 2, HTC Vive or Meta Quest 3S.
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• Tracking space is limited by room size, with the shape of the tracking space

varying depending on the layout of the room.

• Computing power is either limited by the power of the headset or their computer

which is not specialised for VR. As a result the redirected walking algorithm

should run smoothly at a high frame rate with limited processing power, while

also accounting for the processing cost of running the rest of the VR application.

This study focuses on reactive algorithms, as they are the most applicable when

processing power and knowledge of the space is limited. Three different virtual en-

vironments were chosen to emulate various use cases for redirection in virtual reality

applications. The user study was conducted with 36 participants that compared three

different approaches to redirected walking algorithms in a small tracking space of

3.5m × 3.5m with an emphasis on user experience.

3.2.1 System

The Unity Game Engine was chosen as the platform to create the experimental system

as it was a platform commonly used for redirected walking algorithms and an open

source implementation of one of the algorithms (S2C) and resetters (2:1 Turn) was

available for the platform as part of a Redirected Walking Toolkit (Azmandian et al.,

2016b). The experimental system was created using the Unity Game Engine version

2019.4.22f1 and ran on a laptop with the Windows 11 Pro operating system. The laptop

contained an Intel i7-11800H 2.30GHz CPU and a NVIDIA GeForce RTX 3070 graphics

card with 32GB RAM.

The HTC Vive Pro Eye headset was connected to the PC via a USB-C display port

connection. The headset provides a stereoscopic view with a resolution of 1440 × 1600

pixels per eye, a refresh rate of 90Hz, and a field of view of around 110◦. The system

could also be run using a HTC Vive headset, as the system does not use the eye-

tracking features of the Pro Eye headset. Two base stations were used to create a

physical tracking space of 3.5m × 3.5m. Users were given two HTC Vive controllers

to enable them to interact with the waypoints in the virtual environment.
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First, the existing redirected walking toolkit was installed and tested for use with

the HTC Vive headset. The system originally focused on simulation-based studies of

redirected walking systems and thus some adaptation was necessary for use with the

headset. After the existing algorithms had been tested, two new redirected walking

controllers were implemented into the system to account for the redirected walking

algorithms not already present within the toolkit (RO and ARC). A new resetting al-

gorithm (ARC reset) was also added. The details of these implementations can be

found in Section 3.2.2 below. The new controllers were tested first in simulation and

then with the HTC Vive Headset to ensure they worked as intended. Once all the con-

trollers had been implemented, three sample environments (described in 3.2.4) were

added to the system. Finally, logging features which output csv files were added to

keep track of how the user moved within the virtual environments, as well as track key

metrics such as the number of waypoints collected and how many times the resetting

controller was triggered.

3.2.2 Redirected Walking Algorithms

Three redirected walking algorithms were chosen to best compare the different re-

active approaches to redirected walking. Two of the algorithms (S2C and RO) were

adapted from the redirected walking toolkit (Azmandian et al., 2016b) to our applica-

tion. For the third algorithm, ARC, a new redirection controller was added based on

the instructions in Williams, Bera, and Manocha, 2021a. All the redirected walking al-

gorithms used the detection thresholds as the maximum level of gain (Steinicke et al.,

2010). A reset was triggered if a user was 0.5m away from an obstacle.

Reset Only (RO)

The Reset Only (RO) condition did not use any gain at all but simply translated the

users’ movements directly into the virtual space. An empty controller which did not

apply any redirection was added to the redirected walking toolkit for this condition.

The 2:1 turn reset was used to stop the user when they were about to bump into an

obstacle. Overt redirection techniques, such as resetting (see section 2.1.2 for more
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detail), are commonly used in redirected walking algorithms when more subtle forms

of redirection have failed. The 2:1 turn reset was adapted from the redirected walking

toolkit (Azmandian et al., 2016b).

Steer-to-Center (S2C)

Steer-to-Center (S2C) aims to steer the user back to the centre of the physical tracking

space and only tracks the current position and direction of the user. When the user is

close to the centre of the space, no redirection is applied. As they move away from the

centre area more redirection is added up until the detection threshold (Steinicke et al.,

2010) is reached.

S2C (Razzaque, Kohn, and Whitton, 2005) was one of the first redirected walking

algorithms and is commonly used as a baseline comparison to test how well other

algorithms perform, thus it was chosen as a good example of a reactive algorithm.

Additionally, it allows the findings of this chapter to be more easily compared to other

research in the field.

The S2C algorithm implementation used was the one that came with the redirected

walking toolkit (Azmandian et al., 2016b), the only changes were to add log file ad-

ditions and integrating the algorithm into our experiment system. The S2C algorithm

used the 2:1 turn reset described in more detail in 3.2.3.

Alignment-Based Redirection Controller (ARC)

Unlike most other reactive redirected walking algorithms which only track the physi-

cal environment of the user, the ARC controller makes use of both the physical and vir-

tual environment. The aim of ARC is to align virtual obstacles with physical obstacles

in the environment. In this way the user will naturally avoid the physical obstacles by

avoiding the virtual obstacles they can see in the environment. ARC additionally has

the potential to create haptic feedback when the real and virtual obstacles are almost

aligned within the space.

A new controller was created based on the adapted redirection controller from the

redirected walking toolkit (Azmandian et al., 2016b). The controller was a variation on
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FIGURE 3.1: An example of how ARC uses raycasting to calculate gain,
as originally presented in Williams, Bera, and Manocha, 2021a. ARC
sends out three rays around the user in both the virtual space (VE) and

a virtual representation of the physical space (PE).

the ARC system outlined in Williams, Bera, and Manocha, 2021a. When the physical

and virtual obstacles are aligned, ARC does not redirect the user at all. When they are

not aligned, ARC uses different kinds of gains to move the two environments to be

aligned more closely.

ARC uses raycasting, sending out virtual straight-line beams that hit off objects, to

detect the distance of objects from the user (see Figure 3.1). Six rays are sent out around

the user, three in the virtual environment and three in the virtual representation of the

physical space. One ray is sent out directly in front of the user and one to either side

of them. Each ray measures how far away the nearest obstacle is from the user in that

direction in either the physical or virtual environment. Once measured the following

gains are added (if applicable):

• Translation Gain: If the user is walking at a speed of more than 0.2 m/s then

translation gain is added to the user. For translation gain, only the rays facing

forward are analysed. The distance from the physical obstacle is divided by the

distance from the virtual obstacle to get a ratio between the two. A value greater

than 1 suggests the virtual obstacle is closer, whereas a value less than 1 indicates

the physical obstacle is closer to the user. If the ratio falls within the range of the

translation gain (when the gain is centred around 1) then the resulting number

is used as the translation gain applied, if the result is outside of the detection

threshold the closest number within the threshold is chosen as the translation

gain.

• Rotation Gain: If the user has rotated more than the threshold for rotation in
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the last frame, then rotation gain is added to the user. While the original ARC

algorithm considered only the alignment of the prior and current frame, our

implementation uses the average alignment of the last five frames. If the current

alignment is worse, than the average alignment of the last five frames, then the

virtual rotation is slowed down and the minimal rotation gain level is used. In

contrast, if the user rotation is improving the alignment, the rotation is sped up

until it reaches the detection threshold. The average alignment stops the rotation

gain from ending abruptly if the alignment gets worse briefly before improving

again in the next few frames of rotation. Additionally, the rotation gain has

a smoothing function, that linearly interpolates to the maximum gain level as

users are less likely to notice the gain this way (Congdon and Steed, 2019).

• Curvature Gain: If the user is walking at a speed of more than 0.2 m/s, curvature

gain is also added to the user. Translation gain and curvature gain can be applied

together without changing the detection threshold (Grechkin et al., 2016). First,

the left and right rays are checked to see if the obstacles are more misaligned

on the left or on the right of the user. The side with more misalignment is then

chosen. If the physical obstacle is closer to the user than the virtual obstacle then

the curvature gain turns the user towards that obstacle, otherwise it turns the

user away from the obstacle.

A scaling factor is used to decide the magnitude of the gain applied using the

formulae 3.1, 3.2:

curveGainRotation =
360

π × 2
× Position∆

CurvatureRadius
(3.1)

scalingFactor = min(curveGainRotation, maxCurveGain× Time∆) (3.2)

where Position∆ is the magnitude of the change in position from the last frame

to the current frame, CurvatureRadius is the smallest radius of a circle which the

curvature gain steers the user along (in this case 7.5m as in Williams, Bera, and

Manocha, 2021a) and maxCurveGain is the maximum number of the degrees the

user can be rotated per second based on the curvature gain (set to 15 degrees).
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Finally, a smoothing factor is added so that the curvature gain does not suddenly

change but slowly ramps up. This variation allows a greater degree of curvature

gain to be applied than in the original ARC algorithm.

3.2.3 Resetting

Resetting as described in 2.1.2 is used when the redirected walking algorithm cannot

stop a user from avoiding a physical obstacle in the tracking space by itself. In this

case, the subtle forms of redirection are dropped, and instead, the user is given ex-

plicit instructions to turn in the virtual environment when they are about to bump

into a physical obstacle. The reset uses rotation gain to turn the user away from the

physical obstacle while turning them 360◦ in the virtual environment. Multiple reset-

ting methods exist which have different drawbacks and advantages (Williams et al.,

2007; Thomas and Rosenberg, 2019a). The following resetting algorithms were imple-

mented in the experiment.

2:1 Turn

The 2:1 turn activates when the user is close to bumping into a physical obstacle. Text

appears in front of the user telling them to turn 360◦. The user turns twice as fast

in the virtual environment compared to the tracking space. After the turn the user

has turned 180◦ away from the physical obstacle while in the initial facing direction

in the virtual environment. The 2:1 turn, is the best of the three resetting algorithms

introduced (Williams et al., 2007). It is simple in execution and thus can be used with

many different redirected walking algorithms. I implemented the 2:1 turn for the Reset

Only and Steer-to-Center conditions. The redirected walking toolkit contains a 2:1 turn

reset, this base script was modified to allow the actual user to turn in the environment

set up for the experiment.
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FIGURE 3.2: An example of how ARC uses raycasting to calculate the
optimal reset direction, as originally presented in Williams, Bera, and
Manocha, 2021a. Note that less rays are shown in the image to reduce

visual clutter.
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ARC Reset

The ARC algorithm has a unique resetting algorithm compared to S2C and RO. As

well as redirecting the user away from the obstacle, ARC seeks to align virtual obsta-

cles with physical obstacles. ARC Reset also aims to align the two spaces. The process

of how this is done is described in detail in Williams, Bera, and Manocha, 2021a.

In ARC Reset, the user turns 360◦ virtually. Before the turn, a ray is sent out in

front of the user to measure the virtual obstacles nearby (see Figure 3.2). In the virtual

representation of the tracking space 20 rays are sent out as well, to find the boundaries

and physical obstacles around the user. The algorithm seeks to align the user so that

there are no obstacles directly in front of them, while the physical and virtual obsta-

cles align more closely. Once the ray that best achieves these goals is calculated, the

direction the user should turn is shown.

In our implementation, an arrow directed the user to turn clockwise or counter-

clockwise, as shown in Figure 3.3a. The virtual rotation for the reset is always 360◦.

The physical rotation is the size of the larger of the two rotation angles (Clockwise or

Counter-Clockwise) that the user needs to turn to face the ideal direction calculated

from the rays. The minimum the user can physically turn is 180◦ as the larger of the

two angles is always chosen to direct the user to turn along. This means the user turns

at a gain level between 1 and 2, which is either less than or equal to the amount of a

2:1 turn. Additionally, the reset is far less likely to get stuck in a corner as ARC uses

both virtual and physical obstacles to calculate the ideal direction after the turn.

However, since the real and virtual environments seek to be aligned based on how

much the user turned, the algorithm works best when the direction the user was facing

when the reset was initiated is the direction, they were planning to continue walking

in. If the user was about to turn in a different direction, this algorithm can cause

another reset to happen as the user might turn back in the direction of the obstacles.
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3.2.4 Virtual Environments

The virtual environments in the experiment were based on the environments intro-

duced in Williams, Bera, and Manocha, 2021a. The environments provide a good sam-

ple of virtual environments of different complexities. These environments are used to

compare the redirected walking algorithms across different environments. The three

environments were:

• Small: a small environment with a single central obstacle in the shape of a cube.

This environment, while still larger than the tracking space, was closest to the

tracking space in size. It maps well onto virtual environments where the user

has a base area they spend most of their time in - a set of small escape rooms1 or

a training area2 for example.

• Big: a large environment containing multiple irregular obstacles that the player

had to navigate around. The virtual environment was many times bigger than

the tracking area. The area gives an example of a natural virtual environment

that is much larger than the tracking space with obstacles with no specific pat-

tern such as an outdoor area34.

• Six Square: a medium environment with six square obstacles placed in two rows

inside the environment. This scenario best represents ordered virtual environ-

ments, such as a museum5 or a maze of corridors and rooms inside a building6.

Each user went through each of these three environments once, starting in the

Small environment, followed by the Big environment and finally the Six Square en-

vironment. The users were split into three groups with each group having a unique

1Such as in Escape Simulator - store.steampowered.com/app/1435790/Escape_Simulator/, last ac-
cessed: September 5, 2025

2Such as in Job Simulator - https://store.steampowered.com/app/448280/Job_Simulator/, last ac-
cessed: September 5, 2025

3Such as in Gorilla Tag - https://store.steampowered.com/app/1533390/Gorilla_Tag/, last accessed:
September 5, 2025

4Such as in Paper Beast - https://store.steampowered.com/app/1232570/Paper_Beast/, last ac-
cessed: September 5, 2025

5Such as in Smithsonian American Art Museum Beyond the Walls -
https://store.steampowered.com/app/1087320/Smithsonian_American_Art_Museum_Beyond_The_Walls/,
last accessed: September 5, 2025

6Such as in Superhot - https://store.steampowered.com/app/617830/SUPERHOT_VR/, last ac-
cessed: September 5, 2025

https://store.steampowered.com/app/1435790/Escape_Simulator/
https://store.steampowered.com/app/448280/Job_Simulator/
https://store.steampowered.com/app/1533390/Gorilla_Tag/
https://store.steampowered.com/app/1232570/Paper_Beast/
https://store.steampowered.com/app/1087320/Smithsonian_American_Art_Museum_Beyond_The_Walls/
https://store.steampowered.com/app/617830/SUPERHOT_VR/
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(A) Starting an ARC Reset - a prompt appears
in front of the user with an arrow for the turn
direction. At the bottom of the screenshot are
experimenter-only view windows showing the

alignment of the virtual and physical space.

(B) The three virtual environments and a virtual
representation of the 3.5m × 3.5m tracking space

(included for relative size reference).

FIGURE 3.3: The Virtual Environments

TABLE 3.1: Experiment Groups

Experiment Group Small Big Six Square Group Size
A RO S2C ARC 13
B ARC RO S2C 11
C S2C ARC RO 12

environment-algorithm combination. Table 3.1 shows the three groups and which al-

gorithm they had for each environment. More participants went through Experiment

Group A than B and C due to a recording error with the experiment system for two

participants. Non-parametric tests were chosen so that the difference in group size

would not impact the analysis.

3.3 User Study

3.3.1 Participants

Ethical approval for the study was received from the ethics board of Maynooth Uni-

versity and the study was advertised around campus. Within the single experiment

session, each participant completed two tasks, a rotation task (see Chapter 4) and the

navigation task described in this study. Thirty eight participants were recruited, how-

ever due to technical difficulties two participants were unable to complete the naviga-

tion task. Thirty six participants completed the navigation task - 20 Male, 14 Female, 1

Non-binary and 1 preferred not to identify, with an age range of 18-54 (mean age 24).
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36.4% of participants had no VR experience, another 30.3% had a little VR experience,

21.2% had some VR experience and 12.1% had extensive VR experience.

3.3.2 Procedure

1. The participant entered the user study room, signed a consent form and was

given instructions on how to put on the VR headset and use the controllers.

2. The participant completed a rotation task. This task was completed prior to this

user study, see Chapter 4 for details.

3. The participant took a break of at least 2 minutes.

4. The navigation task was started in the Small environment, when the participant

was ready. In the navigation task, the participant walked through the presented

virtual environment for 2 minutes collecting orbs. The first orb appeared directly

in front of them and every subsequent orb was between 2 and 6 meters away in

the virtual environment in a preset order in each environment. A text prompt

appeared when the user was about to leave the tracking area which started the

reset procedure to keep the user within the tracking space. See Figure 3.4 for an

example of what a participant saw inside the environment.

5. The participant was offered a short break.

6. The participant completed the Big environment, with the same task as step 4.

7. The participant was offered a short break.

8. The participant completed the Six Square environment, with the same task as

step 4.

9. The participant completed a questionnaire containing a System Usability Scale

(SUS) (Brooke, 1996), a simulator sickness questionnaire (SSQ) (Kennedy et al.,

1993) and a question asking them to rank which of the environments they pre-

ferred. A free text box for additional comments was offered as well. Appendix

A and B show examples of these questionnaires.
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FIGURE 3.4: The participants collected orbs in the virtual environment.
Here a yellow orb is shown that the user is walking towards.

Each of the three virtual environments in the user study used a different redirected

walking algorithm. Participants were assigned a group in order of appearance – the

first participant was in group A, the second in group B, the third in group C with the

environment-algorithm combinations described in 3.2.1. On average, the navigation

task and questionnaires took about 15 minutes to complete.

3.4 Results

In this section, research questions are presented for how the participants will respond

to the different environments. First user preferences and comments are analysed,

which adds to the area of user experience with redirection. Then the simulator sick-

ness questionnaire and environment metrics are described as these are commonly

measured when evaluating redirected walking algorithms and can be compared with

the existing literature.

Research Questions

Based on existing literature and the focus of the user study, the following research

questions were introduced:
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• RQ1 - Which redirected walking algorithm did users prefer and why? Initially,

it was hypothesised that users might prefer the algorithm with the fewest resets.

Resets interrupt user navigation and tasks which might disrupt users. Addition-

ally, the strong redirection required for resetting can lead to breaks in presence

where the user no longer feels immersed in the virtual environment.

• RQ2 - Which of the redirected walking algorithms had the best performance

in the small tracking space? As S2C uses more redirection to keep users inside

the tracking space, it was expected that S2C would have fewer resets and thus

enable users to walk larger distances and collect more waypoints than RO. Simi-

larly, ARC might perform better than RO as ARC has more strategies to keep the

user inside the tracking space. It might have fewer resets due to the increased

redirection and thus users should travel further, and collect more waypoints.

• RQ3 - Did the layout of the virtual environment impact the performance of

the redirected walking algorithms? The three different virtual environments

had different layouts and sizes. Each virtual environment also had a different

number and complexity of obstacles. This could have impacted the efficiency of

the redirected walking algorithms.

• RQ4 - How did the use of redirected walking algorithms impact the user ex-

perience of navigating through virtual environments? Each of the redirected

walking algorithms used has a different strategy for redirecting users. This could

impact how users perceived the virtual environments they were in. Addition-

ally, the user of strong gain for prolonged periods can lead to simulator sickness

which could impact user’s experience in VR.

3.4.1 Participant Preference

This section discusses which of the three algorithms (RO, S2C and ARC) users pre-

ferred in relation to RQ1 (see section 3.4). Participants were given a questionnaire to

fill out at the end of the user study. It included a question on which of the environ-

ments they preferred. Participants ranked their favourite of the three environments
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FIGURE 3.5: Participant preference for each algorithm in the differ-
ent environments as well as across the different environments. Lower

scores suggest participants preferred the algorithm.

as 1, their second favourite as 2 and their least favourite as 3. Participants were un-

aware of the different algorithms assigned to the environments depending on their

group. Thus, their environment preference score was used to indicate both algorithm

and environment preference. The scores each participant gave each environment were

added up to see if there was a general preference in either algorithm or environment.

A lower score suggests that participants in general preferred that algorithm or en-

vironment. Both the S2C algorithm and the ARC algorithm received similar overall

scores of preference from the participants with total summed scores of 80 (x = 2.22)

and 82 (x = 2.28) respectively. In contrast, the RO algorithm received a score of 54 (x

= 1.44). Figure 3.5 shows the mean score of each algorithm broken down by each en-

vironment condition as well as the overall score. Wilcoxon Signed-Rank Tests found a

statistically significant difference in participant preference. Participants preferred the

RO condition to the S2C algorithm (T = 144, p < 0.01) and the ARC algorithm (T =

153, p < 0.01) for all environments.

Of the three environments, it appears participants preferred the Six Square envi-

ronment, giving it an average score of 1.8. Both in the Small environment with one

central obstacle and the Big environment with multiple, irregular obstacles received
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an average score of 2.1. However, the order of environments was not counterbalanced

(for practical reasons), this finding may be circumstantial as a result.

3.4.2 Algorithm Performance

This section compares the performance of the three different algorithms (RO, S2C and

ARC) to each other and to themselves across the three different virtual environments

(Small, Big and Six Square). This relates to RQ2 and 3 (see Section 3.4). The metrics

for comparing the performance of the algorithms is described. This is followed by an

initial visual analysis of the data. Based on the visual analysis, statistical test are run

to find any significant differences between the metrics.

Environment Metrics

The following metrics were recorded for each participant in the study:

• Number of Waypoints Collected: participants were asked to collect orbs around

the environment. Although the aim of orb collection was simply to give the

participant a task that made them move around the environment, the number of

orbs collected can indicate how well users are able to complete navigation tasks

with the different algorithms.

• Number of Resets: how many times a reset was activated during redirection.

Since resetting is an overt technique that can cause a user to become aware of

the redirection, the aim is to reset as little as possible. This is a common metric

used in redirected walking algorithm studies (Hodgson and Bachmann, 2013;

Azmandian et al., 2015; Thomas and Rosenberg, 2019a; Bachmann et al., 2019;

Williams, Bera, and Manocha, 2021a; Fan et al., 2023).

• Average Distance between Resets: this measures on average how far the user

moved before they were reset. Measured in meters.

• Average Time between Resets: how long on average did it take for the next

reset to trigger after the previous one. This metric alongside distance between
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TABLE 3.2: Mean Algorithm Efficiency based on Numeric Metrics
- the environment-algorithm columns give the combination of the
environment-algorithm the participants were in. The mean Waypoints,
Resets, Distance Resets (DR), Time Resets (TR) and Distance Travelled

(DT) are the metrics described in section 3.4.2.

Environment Algorithm Waypoints Resets DR (m) TR (s) DT (m)
Small ARC 3.82 8 4.55 22.06 39.67
Small RO 7.08 11 3.76 15.45 42
Small S2C 8 11.75 3.78 16.54 45.78

Big ARC 3.17 10.83 3.92 15.54 43.91
Big RO 4.55 14.27 4.10 11.42 54.92
Big S2C 3.69 13.23 3.68 12.25 49.55

Six Square ARC 6.62 12 3.36 12.58 42.02
Six Square RO 10.5 13.17 3.28 11.27 44.78
Six Square S2C 10.82 12.27 3.71 11.53 47.92

resets can indicate different walking speeds - the user may cover little distance

between resets but walk slower or vice versa. Measured in seconds.

• Distance Travelled: How far each participant travelled in each environment. A

larger number suggests the participant walked faster or faced less disruptions

from resets. This would suggest participants found the environment easier to

navigate. Measured in meters.

Table 3.2 shows the mean score of each metric for every environment-algorithm

combination.

Visual Analysis

Box plots were created to get an initial sense of the spread of the data for each of the

five metrics. Figure 3.6 shows a breakdown of the relative performance of each metric

for each algorithm in each environment. Each box plot shows the median (line inside

the box plot), the mean (the X inside the plot) and the interquartile range of one of

the three algorithms. The blue diagonally striped box plots relate to ARC, the orange

box plots relate to RO and the grey vertical striped box plots relate to S2C. On the

X-axis the environment conditions (Small, Six Square and Big) are described. The Y-

axis shows shows the score of the metric. The title of the plot describes which of the

metrics the box-plot refers to.
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FIGURE 3.6: Relative performance of algorithms in the different envi-
ronments for each metric.
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From the plots, the Average Number of Waypoints collected shows that in the Big

environment users collected fewer waypoints than in Six Square or (for RO and S2C)

Small environment. The ARC algorithm in the Small environment also led users to

collect fewer waypoints. In general, users collected less waypoints in ARC than the

other two algorithms. However, the Average Number of Resets for ARC is lower than

for S2C and RO, especially in the Small environment.

In the Average Time Between Resets, the Small environment had the longest time

between resets and ARC had longer times on average than S2C or RO which aligns

with the fewer resets found when using the ARC algorithm.

The Average Distance Travelled in all three environments shows significant varia-

tion between participants. However the average distance travelled was roughly simi-

lar when comparing the three algorithms and environments together.

Statistical Analysis

Based on the differences found in Figure 3.6, statistical analyses were performed. The

metrics were compared in two ways in relation to RQ2 and RQ3 (see Section 3.4:

• By Algorithm: the performance of the three algorithms (Reset Only, S2C, ARC)

was compared within a single environment, this relates back to RQ2.

• By Environment: the performance of a single algorithm was compared to itself

across the three different environment conditions (Big, Small, Six Square). This

relates to RQ3.

Due to the small sample size in each group and the difference in group size (11,

12 or 13), non-parametric tests were chosen for the statistical analysis. The Kruskal-

Wallis test is a non-parametric equivalent of the ANOVA. It’s used to find differences

between two or more groups. To determine which of the groups are different, the

Mann-Whitney U test was used as a post-hoc test. The Mann-Whitney U test compares

two samples to each other with the null hypothesis that they are the same. Rejecting

the null hypothesis suggests there is a difference between the samples.

The Kruskal-Wallis tests were conducted for each of the algorithms and environ-

ment comparisons mentioned above at the 0.05 significance level. If the Kruskal-Wallis
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test found a difference between the groups, three Mann-Whitney U tests were run to

find which groups were different from one another. A Bonferroni correction was used

with the results reported at a 0.0167 significance level as significant.

Table 3.3 shows the significant results of the Mann-Whitney U follow-up tests com-

paring algorithms 7. Table 3.4 shows the significant results of the environment com-

parison. The metric column describes which metric (see section 3.4.2) the difference

was found in. The algorithm and environment columns give the algorithms and envi-

ronments that were compared. The p column gives the significance level of the p-value,

U is the test statistic and r is the effect size. The p-value describes whether two groups

are statistically different from one another, while the effect size describes how big the

difference between the two groups is. An effect size of 0.1 to 0.3 is considered small,

0.3 to 0.5 moderate, and larger than 0.5 large (Cohen, 1988).

Environment Comparison

Based on the statistical tests summarised in Table 3.3 the following conclusions were

drawn about the different virtual environments in relation to RQ3 (the impact of the

virtual environment layout on performance):

• Participants walked similar distances in all the environments: There were no

significant differences between the Average Distance participants walked either

between environments (ARC: H(2) = 0.7851, p > 0.05, S2C: H(2) = 0.8263, p >

0.05, RO: H(2)= 2.1579, p > 0.05) or between algorithms (Small: H(2) = 1.2644,

p > 0.05, Big: H(2) = 1.2292, p > 0.05, Six Square: H(2)= 3.6777, p > 0.05). This

suggests participants were equally comfortable walking under all the experi-

ment conditions. As a result, the average Distance Travelled was not evaluated

further.

• Users had a more difficult time finding waypoints in the Big environment than

the Six Square environment: Table 3.3 shows there were significantly fewer

waypoints collected in the Big environment than the Six Square environment

7Due to the large number of items tested, only statistically significant results are shown in Table 3.3
and Table 3.4
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across all three algorithms. There was also a significant difference in the number

of waypoints collected between the Six Square and Small environments with the

RO algorithm and between the Big and Small environments with the S2C algo-

rithm. This difference is likely due to the Big environment containing waypoints

that were hidden from view by environmental obstacles in some locations.

• The layout of the virtual environment had a significant effect on resetting with

the ARC algorithm: With the ARC algorithm significant differences were found

in the Number of Resets and the Distance between Resets (see Table 3.3) between

the Six Square and Small environments. ARC’s performance changed depending

on the environment.

TABLE 3.3: Mann-Whitney U Test Significant Results comparing
Environments, statistically significant results are highlighted as * =

p<0.0167, **= p<0.005, *** = p<0.001

Metric Algo Env 1 Env 2 p U r
Waypoints RO Big Six Square *** 5 0.78
Waypoints S2C Big Six Square *** 0 -0.84
Waypoints ARC Big Six Square * 30 0.52
Waypoints RO Six Square Small * 30 -0.52
Waypoints S2C Big Small *** 10 -0.73

Resets ARC Six Square Small * 28 0.51
Distance between Resets ARC Six Square Small * 25 -0.54

TABLE 3.4: Mann-Whitney U Test Significant Results comparing Algo-
rithms statistically significant results are highlighted as * = p<0.0167,

**= p<0.005, *** = p<0.001

Metric Algo 1 Algo 2 Env p U r
Waypoints ARC RO Small ** 20 0.6
Waypoints ARC RO Six Square * 32.5 -0.49
Waypoints ARC S2C Small ** 14.5 0.65
Waypoints ARC S2C Six Square ** 26.5 -0.53

Algorithm Comparison

In relation to the performance of the redirected algorithms in a small tracking space

(RQ2), statistical tests were run to find any differences in performance. The Mann-

Whitney U Tests did not find any significant differences between the RO and S2C
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algorithms. In contrast, ARC had fewer resets than S2C and RO. A Kruskal-Wallis test

showed a significant difference in the number of resets between the three algorithms

in the Small (H(2) = 6.0047, p < 0.05) and Big (H(2) = 6.1876, p < 0.05) environments.

Figure 3.6 ’Number of Resets’ shows that ARC had fewer resets on average than the

RO or S2C algorithm in the Small and Big environments. However, follow-up Mann-

Whitney U tests were not significant at the 0.0167 confidence level.

Despite causing less resets, participants also collected fewer waypoints in ARC

compared to S2C and RO. The results of the Kruskal-Wallis test show significant dif-

ferences between the number of waypoints collected in the three environments be-

tween the algorithms (Small: H(2) = 13.0642, p < 0.01, Big: H(2) = 0.0424, p < 0.05, Six

Square: H(2)= 8.9189, p < 0.05). Additionally, Table 3.4 shows that significantly fewer

waypoints were found in ARC compared to S2C and RO in the Small and Six Square

environments.

Based on the results of the Mann-Whitney U Tests a rating system was devised

to compare the performance of the algorithms to each other. The results of the Mann-

Whitney U Test were ranked, with the best algorithm receiving a score of 3, the second

best a 2 and the worst a 1. If no significant difference was found in the Mann-Whitney

U test between two conditions, the mean of the two scores was taken and used for

both. For example, there was a significant difference found in the number of Way-

points collected between ARC and Reset Only and also ARC and S2C in the Small

environment. However there was no significant difference between Reset Only and

S2C under the same conditions. Since ARC had significantly fewer waypoints than

the other two algorithms, it received a rank of 1 (the worst). S2C and Reset Only then

received a rank of 2 and 3. However, since there was no significant difference be-

tween the two, the rank of 2 and 3 was averaged to 2.5. Both S2C and Reset Only then

received the rank of 2.5.

Table 3.5 shows how well each algorithm performed in each environment for each

metric. No significant differences were found between the Total Distance or the Dis-

tance between Resets metrics, and they were omitted from the graph as a result. Table

3.5 indicates that ARC performed better in the Small environment than RO and S2C
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TABLE 3.5: Comparative Performance of the Algorithms Across Envi-
ronments - a larger total suggests better performance.

Small Big Six Square
Metric RO S2C ARC RO S2C ARC RO S2C ARC

Waypoints 2.5 2.5 1 2.5 2 1.5 2.5 2.5 1
Time Resets 1.5 1.5 3 2 2 2 2 2 2

Resets 1.5 1.5 3 1.5 2 2.5 2 2 2
Total 5.5 5.5 7 6 6 6 6.5 6.5 5

- participants had the fewest resets and the longest time between resets. Similarly,

in the Big environment participants were reset less with ARC. However, participants

also collected fewer waypoints with the ARC algorithm than S2C and RO across all

three environments.

3.4.3 User Experience

The following section describes the user experience of the virtual environments and

algorithms during the user study. This relates back to RQ3 (see section 3.4). Two ques-

tionnaires and an open question box were given to participants to help understand

their experience.

Usability

Usability is a measure of how easy and intuitive a system is to use. Low usability

suggests user found it difficult to use a system. This could lead users to have a worse

experience with the system as they struggle to complete tasks in it. Conversely, high

usability suggests an easy to use system that brings a better user experience.

In this user study, the participant completed a System Usability Scale (SUS) ques-

tionnaire (Brooke, 1996) after they had completed all three virtual environments. The

SUS measures how easy a system is to use. It makes ten statements about different as-

pects of the system, which users can agree or disagree with on a scale from 1 (strongly

disagree) to 5 (strongly agree). A complete copy of the SUS used in this user study

can be found in Appendix B. The mean SUS score was 74 with a standard deviation of

14.59. This suggests participants found the system to have above average usability.
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Simulator Sickness Levels

Simulator Sickness can cause users to feel disoriented or sick during or shortly after ex-

periencing VR. This can have a strong impact on user experience with a system. Users

are less likely to want to use a system that makes them feel sick and it can also impact

task performance. The Simulator Sickness Questionnaire (SSQ) (Kennedy et al., 1993)

is commonly used to measure participant simulator sickness after completing a task

in Virtual Reality.

Participants completed the SSQ at the end of the user study, after they had com-

pleted all the tasks in VR. Figure 3.7 shows the SSQ scores for each of the three sub-

scales and the total score of the SSQ. The mean total score after the experiment was

15.58. For the field of redirected walking, Gemert et al., 2024 suggests thresholds of

None (< 5), Low (5–15), Medium (15–30), and High (> 30) when comparing different

locomotion techniques to other works in the field. The mean score of 15.58 is on the

low side of the medium bracket. Compared to other studies that use rotation and cur-

vature gain, this is a lower score than would be predicted (20.61 ± 1.48 using Gemert

et al., 2024). This could be due to the short duration of time participants spent in each

of the virtual environments. Participants spent less than 10 minutes total across the

three virtual environments presented in this task.

The disorientation subscale showed the highest level of symptoms (mean = 29.77),

this is in line with other virtual reality studies which report higher levels of disorienta-

tion. Nine participants showed no simulator sickness symptoms and a further fifteen

marked between 1 and 5 points across all the symptoms in the questionnaire. This

suggests that most participants experienced either none or mild simulator sickness

during the study.

Participant Comments

In addition to the SUS and SSQ, direct comments from participants about the system

also uncovered aspects of the user experience. These responses give additional insight

into the system and provide examples of why participants preferred the RO algorithm

to S2C and ARC. A comment box was left for participants at the end to give these
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FIGURE 3.7: Simulator Sickness Questionnaire (SSQ) SubscaleResults -
X is the mean, the line in each box the median. The SSQ score is just
above the beginning of the medium score bracket for redirected walk-

ing (15-30, Gemert et al., 2024).

additional comments. Appendix C contains a list of all the comments participants left.

Among the comments there were a few running themes which are summarised in this

section:

• Navigation in the virtual environments: Some participants commented more

specifically on the environments presented. A participant was worried about

bumping into walls as they no longer felt oriented within the tracking space but

only the virtual space, “There was a strong sense I could walk into a wall as I did

not know where in the real room I was”. Some participants noticed some of the

effects the gain had on the environment, commenting “movement felt mostly

consistent, but position of environment...seemed to drift” and "lurch or motion

blur that made orientation feel off". Another participant commented “I enjoyed

the last level (S2C) the most as it challenged my perception”.

• ARC Reset causes confusion: A participant mentioned preferring the 2:1 turn

compared to ARC Reset due to the direction arrows causing confusion. “I felt

more comfortable with the second environment. There was no directional ar-

rows but I had the right information to move. The third environment has more
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information about direction but it sometimes showed a different direction than

where the ball was. I was confused in the 3rd game then.” The goal of ARC Re-

set is to turn the participant 360◦ virtually while turning them the larger of two

directions in the real space (hence the arrows). However if a participant turns

in a different direction to the arrow they will end up facing a different direction

than the ball by the time the turn finishes. This suggests that simpler resetting

mechanisms might be better even if they use higher gain levels to achieve the

reset so as not to confuse participants.

• Hardware constraints negatively impacted user experience: Multiple partici-

pants commented on the wire of the headset getting in the way of the experience,

especially when turning – “handling the wire during the game was a bit diffi-

cult”, “Felt afraid to move due to the wire as the system didn’t estimate that”.

The wire was held up off the ground by the experimenter but it could tangle

if the system asked the participant to spin multiple times in short succession.

Some modern headsets do not use a wire to anchor the headset to a PC and the

industry has come up with solution to place wires overhead to avoid such is-

sues. Future experiments should keep these solutions in mind, especially when

asking the participant to turn often. Additionally a participant mentioned they

wanted “more space to move” suggesting that a larger tracking area might be

preferred.

• Simulator Sickness: Two users commented on a "dizzy sensation" or being "a

little dizzy" in the third virtual environment. This supports the idea that the

comparatively low simulator sickness found in this user study could be partially

due to the short amount of time users spent in VR. A longer study where users

spend more time in each environment is needed to draw any more conclusive

evidence.

3.4.4 Discussion

From the previous results and analysis the following conclusions were drawn:
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• Participants preferred the RO algorithm: In relation to RQ1, participants were

asked for their preference of the three algorithms. The RO algorithm was pre-

ferred in all three environments by participants. S2C and ARC received similar

preference scores, as discussed in Section 3.4.1. The environment preference did

not correlate with the number of resets as was initially hypothesised. Instead,

participants preferred the algorithm which had a greater number of resets but

did not otherwise use gain. RO only applied gain during resets as compared to

the constant gain used in S2C and ARC. Additionally, some participants expe-

rienced mild simulator sickness symptoms during the study which might have

impacted their preference.

• S2C had similar performance to RO, while ARC caused fewer resets: The per-

formance of the three algorithms relative to each other was considered in RQ2.

Across all environment conditions, S2C had a similar performance to RO with

no significant differences found between the two algorithms. This suggests that

in small tracking spaces at gain levels below the detection threshold, S2C is of

limited use. ARC had fewer resets than S2C and RO in the Small and Big en-

vironments. Despite this, participants collected fewer waypoints with the ARC

algorithm in the Small and Six Square environments than the other two algo-

rithms. This is a mixed result, suggesting that ARC has different advantages

and disadvantages when used in small tracking spaces compared to RO and

S2C.

• The layout of the virtual environment had a significant effect on resetting

with the ARC algorithm: RQ3 compared the performance of each algorithm

across the different environments. All three algorithms differed in the number

of waypoints users collected across the environments. There was a difference

in the number of waypoints collected across all algorithms in the Big environ-

ment compared to the Six Square environment. This is most likely due to the

waypoints being easier for users to find and collect in some environments than

others.
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S2C and RO had similar performance in terms of the other metrics across all

three environments. In contrast, ARC’s performance changed depending on the

environment. Significant differences were found within the ARC algorithm in

the Number of Resets and the Distance between Resets (see Table 3.3) between

the Six Square and Small environments. This is in line with previous stud-

ies (Williams, Bera, and Manocha, 2021a; Williams, Bera, and Manocha, 2022),

where the performance of ARC is dependent on the local similarity between the

tracking space and the virtual environment it is trying to align.

• User experience was impacted by hardware and software constraints: RQ4

considered the user experience of participants using the three redirected walking

algorithms within the user study. Participants gave the system an above aver-

age usability and had below average simulator sickness for this type of system.

Despite this, user comments revealed that by the third environment some users

felt dizzy. This suggests the lower simulator sickness could be due to the short

duration of the study.

Hardware constraints impacted user experience, such as the wire on the VR

headset hindering movement and the limited tracking space. Some participants

also commented on the navigation experience. They mentioned feeling disori-

ented in the tracking space as they were unsure of where they were compared

to the virtual environment. Additionally some participants described the results

of the gain used for redirection as being disorientating, describing it as ’motion

blur’, ’drift’ and ’jitter’.

3.4.5 Limitations

A limitation of this study was the short time participants experienced each of the redi-

rected walking algorithms. Participants spent two minutes in each of the virtual en-

vironments covering an average distance of 45m. A longer period of time may have

shown further differences between the algorithms. More research is needed to find the

full effects of redirected walking algorithms have on participants. Additionally, while

this user study had a larger participant count (36) than most studies using redirected
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walking algorithms, a greater number of participants would provide more robust re-

sults.

While the environments had different layouts and numbers of obstacles, all three

shared a purple and blue colour scheme, flat lighting and low-poly visuals. The

similarity of the environments minimised potential differences that were not directly

related to the number of obstacles present for navigation. However, this limits the

study’s applicability in more realistic environments. A more realistic virtual environ-

ment with multiple light sources might aid users’ navigation and depth perception

compared to the flat edges and lighting of the environments in this experiment. The

additional environmental detail in more complex scenes would give the user more ref-

erence points to help with navigation. Future work could explore users’ response to

redirected walking algorithms in realistic virtual environments and how it compares

to simplistic virtual environments. The impact of the number of visual cues in a vir-

tual environment on user perception of rotation gain is discussed further in Chapter

4.

3.5 Recommendations for Developers

This user study contributes to the under-represented field of redirected walking in

small tracking spaces with emphasis placed on the user experience. The results of

this user study can help developers create redirected walking applications to better

suit real users. The following recommendations are offered to developers of Virtual

Reality applications targeting consumer-grade headsets for personal use:

• Use Resetting or Environment Manipulation - In the small tracking space of

3.5m× 3.5m the RO algorithm performed similarly to S2C while being preferred

by participants. This reinforces the finding that in small tracking spaces, reac-

tive redirected walking algorithms have limited applicability (Williams, Bera,

and Manocha, 2021a). In such tracking spaces, developers could use alternative

redirection techniques such as environmental manipulation (Dong et al., 2021,

Langbehn and Steinicke, 2019, Suma et al., 2011, Krueger, Markham, and Bierig,
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2024) or choose an algorithm that focuses on resets (such as RO or Point of Inter-

est aware Redirected Walking (Xu et al., 2022)).

• Use Predictable Resets - ARC Reset confused participants as it changed the

amount and direction participants had to turn physically. Even though partic-

ipants had fewer resets using the ARC algorithm, participants collected fewer

waypoints than in S2C and RO, which both used the 2:1 turn reset.

• Ensure Local Similarity with ARC - In the Small environment, which held a

single obstacle and best matched the physical tracking space, ARC performed

better than S2C and RO in terms of the number of resets. This reinforces a sim-

ilar finding in Williams, Bera, and Manocha, 2021b that the local similarity of

the physical and virtual space impacts ARC performance. It is suggested to use

the ENI measurement tool to find the similarity (Williams, Bera, and Manocha,

2021b). This limits the applicability of ARC for VR experiences where the track-

ing space dimensions are not known in advance.

• Ensure User Comfort - Participant comments describe cumbersome aspects of

using the VR headset such as the wire attached to the PC. Some users were con-

cerned about bumping into obstacles as they felt disorientated in the tracking

space, despite resetting keeping them inside it. These elements, which do not

appear in simulation studies, should be accounted for when implementing redi-

rected walking algorithms for live users.

3.6 Summary

From the findings of the literature review, the research question of "How effective are

existing, generalised redirected walking methods in small tracking spaces?" was intro-

duced. This chapter considers this question with a user study comparing three differ-

ent redirected walking algorithms in a small tracking space of 3.5m × 3.5m. The first al-

gorithm, Reset Only (RO), reset the user when they were near the edge of the tracking

space, but otherwise mapped physical movements directly onto virtual movements.

Steer-to-Center (S2C) aimed to redirect the user towards the centre of the tracking
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space. Alignment-based Redirection Controller (ARC) aligned real and virtual obsta-

cles, so the user could avoid real obstacles in the tracking space as they avoided the

virtual obstacles.

Participants preferred the RO algorithm, despite RO causing more resets than

ARC. Participant comments suggest this could be due to the predictable 2:1 reset in

RO. Compared to S2C, RO had similar performance while redirecting participants

less. ARC had fewer resets than RO and S2C but participants also collected fewer

waypoints within the task. Additionally, ARC’s performance varied depending on

the local similarity between the physical and virtual environments.

Participants rated the usability of the system as above average and simulator sick-

ness in this study was lower than in other redirected walking studies that used rotation

and curvature gain. This could be due to the short duration of the study, especially

since two participants reported they felt dizzy in the final environment. Participants

also made note of cumbersome aspects of the hardware (such as the wire) and soft-

ware (such as resetting), suggesting these aspects impact user experience.

Redirected walking gain below the detection threshold was shown to have mini-

mal benefit in small tracking spaces based on this user study. Recommendations are

offered to developers - consider user comfort with VR and redirection when building

applications. Users preferred the simple, overt redirection of resetting. Resetting and

environment manipulation show promise for use with small tracking spaces.

Based on the results of this study, the limitations of existing generalised redirected

walking algorithms in small tracking spaces were highlighted. The next two studies,

described in Chapter 4 and 5, consider different methods to help overcome this limi-

tation. In the next Chapter, rotation gain above the detection threshold is considered

in terms of its impact on user turning accuracy. Other environmental factors are also

looked at, especially in relation to predicting future user trajectories.
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Chapter 4

User Study of Rotation Accuracy

Under Different Rotation Gain

Conditions

This chapter analyses turning accuracy under different levels of rotation gain and en-

vironment conditions. It expands our knowledge of how rotation gain impacts users

and proposes a model of user response to gain. A user study with 38 participants was

run that compared the accuracy of user turns under varying conditions. Users were

asked to turn three different amounts in both directions in two different virtual envi-

ronments at four different levels of gain. The complex virtual environment provided

plenty of visual cues for the user to help orient themselves in the environment. The

minimal virtual environment contained a single visual cue to help users assess the

gain level.

The results of the user study show the direction of the turn had no impact on turn

behaviour. In contrast, the virtual environment, the gain level and the turn amount all

had a statistically significant impact on rotation accuracy. Participants were strongly

affected by gain in the complex environment, while only being affected by higher gain

levels in the minimal environment. Participants were grouped by how they responded

to the gain to help future developers create prediction models for how users will move

in VR under varying gain conditions.
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4.1 Introduction

Walking is how we naturally move through physical spaces in our day to day lives,

avoiding obstacles and turning to change the direction we travel in. In virtual reality

(VR), real walking is considered the most natural navigation technique as the user

moves through the virtual environment by walking as they would in the physical

space (Slater, 2009; Usoh et al., 1999; Langbehn, Lubos, and Steinicke, 2018b). Real

walking aids in navigation and search-related tasks in VR (Ruddle and Lessels, 2009)

and users often prefer it to other navigation methods (Mayor, Raya, and Sanchez,

2021).

However, the physical tracking space a user can safely walk in while immersed

in VR is often limited. Redirected walking uses perceptual manipulations to redirect

the user around a virtual environment that is larger than the physical space available

to them. This extends how long a user can walk in a virtual environment without

moving outside the tracking space, increasing immersion.

In the physical world, users have multiple sensory modalities they use to keep

track of their position in space and how far they have rotated. The vestibular sense

approximates the angular velocity and linear acceleration, while the proprioceptive

sense tells the user where their body is in space. Vision allows the user to pinpoint

their position relative to the environment based on visual cues in their surroundings

(for more information refer to Chapter 8 in Jerald, 2015).

When these sensory modalities all contribute to the user’s awareness of the turn,

they can more accurately judge the amount they have turned compared to when a

modality is missing (Bayramova et al., 2021). For example, without a visual sense of

the space, the user will slowly drift out of sync in terms of how much they think they

have turned compared to how much they actually have turned (Howard et al., 1986).

However, the weight users put on different sensory modalities is different among

users. In general, users rely less on podokinetic (legs and feet proprioception) cues

than optokinetic (visual) cues in judging how far they have turned. In contrast, how

much users were influenced by optokinetic cues rather than vestibular cues varied

from person to person (Jürgens and Becker, 2011).
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Rotation gain (Razzaque, Kohn, and Whitton, 2005) takes advantage of this hu-

man limitation. Rotation gain presents a visual representation of a turn that is faster

or slower in the virtual environment. The user sees the virtual environment through

a viewport. This viewport is manipulated to rotate at a different speed in the virtual

environment than the user is physically rotating in the tracking space. However, this

also introduces incongruence between users’ different senses - they have a mismatch

between how much their vestibular and visual systems perceive they have turned. Be-

low a certain threshold, called the detection threshold, the user is unaware of the dif-

ference between the amount they perceive they have turned in the virtual environment

compared to how much they have actually turned in the physical space (Steinicke et

al., 2010).

Redirected walking algorithms combine rotation gain and other types of gain to

redirect users inside a small tracking space while they explore a larger virtual envi-

ronment. The first redirected walking algorithms were reactive, responding only to

the user’s current position in the tracking space (Razzaque, Kohn, and Whitton, 2005).

More complex predictive algorithms instead try to tailor the gain level based on the

predicted future movements and paths of the user (see Li, Steinicke, and Wang, 2022

for an overview). For example, Fully Optimized Redirected Walking for Constrained

Environment (FORCE) uses path prediction on a limited number of natural paths the

user can take in the virtual environment to optimise gains (Zmuda et al., 2013). An

alternative approach is to see redirection as an optimal control problem such as with

Model Predictive Control Redirection (MPCR), where different redirection techniques

are dynamically switched between based on the best outcome using path prediction

(Nescher, Huang, and Kunz, 2014). Additionally, Machine learning algorithms, have

been used to try and predict the user’s future position (for example Cho, Lee, and Lee,

2018; Lemic, Struye, and Famaey, 2022).

With predictive algorithms, it should be understood how users behave at different

levels of gain to make more accurate predictions of their future trajectory. If higher

levels of rotation gain can be used without decreasing rotation accuracy, then these

predictive algorithms could be used effectively in smaller tracking spaces. However,
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many of these algorithms have primarily been simulated (in some cases have only

been simulated, such as Lemic, Struye, and Famaey, 2022), followed by a proof of

concept user study. Most of the simulation tests do not adequately account for how

real users turn in tracking spaces. The predictions of these algorithms rely on the

user accurately turning the amount they are expected to turn. However, the actual

behaviour of users in virtual reality deviates from these simulations (Hirt et al., 2022b).

This chapter describes a user study that measures user’s rotation accuracy at vary-

ing rotation gain levels when turning 45°, 90° and 180° in both Clockwise and Counter-

clockwise direction in environments with different levels of visual cues. The following

research questions are considered:

• RQ1: Did the different factors within the experiment have an impact on turn

accuracy?

– RQ1.1 direction of the turn (Clockwise or Counter-Clockwise)

– RQ1.2 turn amount (45,90,180 degrees)

– RQ1.3 virtual environment users were presented with (minimal vs com-

plex)

– RQ1.4 gain level (1,1.245,1.49,1.98) - see Table 4.1.

• RQ2: Were there interaction effects between the factors that combined to impact

turn accuracy?

• RQ3: How did turning in VR compare to turning in the real world without a

headset (eyes open or eyes closed)?

• RQ4: Did users become aware of the induced gain level, and if so which factors

had an influence?

User models are also presented to help predict how users will turn under different

rotation conditions in the user study.
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4.2 Measuring Rotation Gain

The rotation gain level is measured as the decimal ratio of the virtual compared to

the physical turn amount, as shown in Equation 4.1. A larger difference between the

virtual and physical rotation speeds is a stronger level of gain. At a gain level of 1,

the size of the physical and virtual rotation are the same. A number greater than 1

has the user turning more in the virtual environment. With a number less than 1 they

turn less in the virtual environment than in the physical tracking space. For example,

a scenario where the user is turning 60° in the tracking space while turning 90° in the

virtual environment would have a gain of 1.5. A user turning 180° in the tracking

space leading to a 90° virtual rotation within VR would be a 0.5 gain.

GR = θV/(θR) (4.1)

where GR is the rotational gain, θV is the virtual rotation, and θR is the physical rota-

tion.

Below a certain threshold, the added gain in the virtual environment is not per-

ceived by the user – they believe they are walking the same way in the virtual and

the physical space, even though they are being subtly redirected with every step (Raz-

zaque, Kohn, and Whitton, 2005) . The point at which the user becomes aware of the

manipulation is called the detection threshold. Initially, it was found that users could

be turned physically about 49% more or 20% less than virtually using rotation gain

before they noticed the change (Steinicke et al., 2010). Multiple studies (e.g . Grechkin

et al., 2016; Langbehn et al., 2017; Hutton et al., 2018; Coelho, Steinicke, and Lang-

behn, 2022; Brument et al., 2021) have aimed to identify the detection threshold of the

user under differing conditions. The exact threshold depends on both the user and

the task. Individual rotation gain thresholds vary strongly between users (Hutton et

al., 2018; Nguyen et al., 2020a) and even between the same user as they become more

experienced with VR (Robb, Kohm, and Porter, 2022).

With the variability in gain thresholds across scenarios, different measures have
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TABLE 4.1: Physical Equivalent of 90° Virtual Turn at Different Levels
of Rotation Gain. The levels are taken from Steinicke et al., 2010 and

Schmitz et al., 2018.

Gain Level Physical w/ 90° Virtual Type of Threshold
0.67 134.3 Detection Threshold
1.24 72.6 Detection Threshold
1.85 48.65 Threshold of Limited Immersion

2 45 Highest level Tested

also been introduced. The threshold of limited immersion is the point at which the ro-

tation gain level breaks the user’s sense of presence (as introduced by Schmitz et al.,

2018). The threshold of limited immersion was found to be 1.85. However, the re-

sponses of the participants varied in the user study, and some still felt immersed at a

gain level of 2, the highest level tested in the user study. Table 4.1 shows the different

threshold levels and the physical rotation equivalent for a 90° virtual rotation.

These higher thresholds bring down the physical space requirements for redirected

walking. It is unclear how these higher rates of gain affect other task performance.

However, curvature gain above the detection threshold can have a negative impact

on spatial and verbal memory task performance (Bruder, Lubos, and Steinicke, 2015).

The user study on rotation accuracy, which is described in this chapter, used rotation

gain levels between 1 and 2. At these levels, users are likely to become aware of the

gain with some remaining immersed in the environment at all gain levels. The goal

of this study is to find the impact on user turning accuracy of these increased gain

levels. This will help future developers in choosing the ideal gain level, especially

with predictive algorithms.

4.2.1 Visual Cues

Visual cues are objects in the environment that help the user orient themselves. A

complex environment has lots of visual cues, while a sparse or minimal environment

has few visual cues. For example, a cluttered room or busy street contains many vi-

sual cues, while an empty white room offers limited visual cues. Fewer visual cues in

the environment induce higher translation gain detection thresholds while decreasing

immersion (Kruse, Langbehn, and Steinicke, 2018). In contrast, in some large virtual
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spaces where users find it more difficult to measure distance, visual cues in the envi-

ronment could distract users so that they are less aware of translation gain (Kim et al.,

2022).

Paludan et al., 2016 compared rotation gain detection thresholds in three different

environments. An environment with no visual cues, an environment with four ob-

jects placed in a circle around the user and an environment with sixteen objects placed

around the user. They did not find a statistically significant difference between the

four and sixteen object condition. However, users were unaware of the gain in the

no visual cue condition. The rotation accuracy of users while seated in a turning chair

when they turned 90° and 180° with varying levels of visual cues in both virtual reality

and a physical space was compared (see Bayramova et al., 2021). It was found that re-

moving visual cues of the user’s body, the corners of the room and relative landmarks

within the space except for floating circles with no sense of depth, led users to turn less

accurately in the virtual environment when compared to a virtual environment where

these cues were present. In contrast, removing similar cues in the physical space did

not have a significant difference on users’ turning accuracy. They hypothesise that

the optic flow in the VR condition would be disrupted more by such changes than an

equivalent real world condition and thus have a greater impact on turning accuracy.

Based on these findings, two virtual environments were created - a complex envi-

ronment with many visual cues and a minimal environment with a single visual cue,

that falls between the no and four object condition (from Paludan et al., 2016) and few

depth cues (like in Bayramova et al., 2021). This allows for comparison of the impact

of different environment conditions on user rotation accuracy.

4.3 User Study Setup

This section contains a description of the virtual reality system that was created for the

user study, in relation to the key variables chosen and other factors. The system itself is

described followed by the procedure of the user study, the participant demographics

and data collection methods. Ethical approval for the user study was obtained from

the Maynooth University Ethics board.
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4.3.1 Independent Variables

Rotation Direction

There were two directions in which participants were instructed to turn - Clockwise

(CW) and Counter-clockwise (CCW). Turning repeatedly in the same direction can

cause dizziness, thus the system instructed users to turn in different directions. Ad-

ditionally, this would show if users were more accurate in turning in one direction or

another.

Gain Level

In this user study, three gain levels are introduced alongside a control. Each of the

three gain levels is twice the previous level of gain and is based on the values of the

detection thresholds found by Steinicke et al., 2010 and the threshold of limited im-

mersion introduced by Schmitz et al., 2018:

• 1 - This is a scenario with no gain that acts as a control and provides a baseline

measurement for user turning accuracy inside a virtual environment.

• 1.245 - The lowest gain level is 1.245, just above the detection threshold found

in Steinicke et al., 2010. The 1.245 condition measures user accuracy at a typical

level of gain used in redirected walking algorithms. It is just above the detection

threshold to keep it at half the level of the next gain level.

• 1.49 - double the rate of gain compared to the previous level. 1.49 is above the

detection threshold but below the threshold of limited immersion. 1.49 aims

to find the impact of detection on user rotation accuracy. It also provides an

intermediate step to map any change in accuracy between the 1.245 and 1.98

gain.

• 1.98 - a gain level far above the detection threshold and slightly above the thresh-

old of limited immersion. It considers how user accuracy is impacted by poten-

tial breaks in presence.
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FIGURE 4.1: Gain Levels showing how users turn more in the virtual
environment than the physical tracking space at different levels of gain.

TABLE 4.2: Physical Turn Amount Equivalents of Accurate Virtual
Turns at Different Gain Levels

Turn Control Gain
Amount 1 1.245 1.49 1.98

45° 45° 36.1° 30.2° 22.7°
90° 90° 72.3° 60.4° 45.45°

180° 180° 144.6° 120.8° 90.9°

Turn Amount

Three different turn amounts aim to show if greater or smaller turns change the ac-

curacy of the rotation. The three turn amounts were chosen to cover a range of turns

from small to large while also being easy to explain to participants. 180° can be easily

explained as a half turn to participants, similarly 90° is a quarter turn and 45° is half

of a half turn. Table 4.2 below shows the physical turn equivalents of turning 45°,

90° and 180° in the virtual environment under the different gain conditions. Figure 4.1

shows a visual representation of these different gain levels when the user turns 90° in

the physical space.

Environment Conditions

Four different environment conditions are presented - two virtual environments using

an HMD and two physical conditions without a headset as controls.

The user study system has two environments – a minimal Environment and a com-

plex Environment as shown in Figure 4.2:
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• The minimal Environment (fig. 1 (a)) consists of a blank blue space with a single

yellow ball floating a short distance away from the user, emulating a scenario

with minimal visual input in the form of just one visual cue. At least one visual

cue is needed for users to recognise gain (Paludan et al., 2016).

• The complex environment (fig. 1 (b)) is a more visually detailed environment of an

office conference room. The user is standing in the middle of the room. Unlike

the minimal Environment, this environment offers a high visual density with

multiple reference points that can help orient the user. The complex environment

provided lots of visual cues and emulates a realistic environment with plenty of

visual feedback when turning.

In each virtual environment, the participant is tasked with turning the amount

and direction shown on the screen in front of them (like in Figure 4.2). They press

the trigger button on the Vive Controller when they start the rotation. This makes the

instruction in front of them disappear to allow the participant to turn. They then press

the button again when they complete the turn and the next instruction appears.

The two physical conditions ask the participant to turn in the physical space at

45°, 90° and 180° in both Clockwise and Counter-clockwise directions. First, users

complete all the turns with their eyes open, and then again with their eyes closed. An

audio recording tells participants which way to turn in a random order. Participants

hold an HTC Vive controller steady in front of their chest close to their body. Each

time they start and complete a turn, they press the trigger button on the controller.

This provides a baseline rotation accuracy for the user with the controller rotation

being used as a proxy for the amount the user has turned.

It was hypothesised that the accuracy of rotation in the complex environment with

a gain of 1 would be similar to turning in the physical space with eyes open. The

minimal environment provided a single visual cue for the user and was meant to

emulate the way a user turned in the physical space with their eyes closed while still

providing enough visual feedback to make the user aware of the gain. However, on

completion of the experiment, there was no statistically significant difference between

the accuracy of the eyes open and eyes closed control conditions.
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(A) minimal environment with annotations (white text) showing the Participant View, the Refer-
ence Object, and an Instruction for a participant. The Researcher Subview (lower left) shows the

relative facing direction of the user in the virtual environment and the physical space.

(B) complex environment shows an office environment with many possible visual reference
points.

FIGURE 4.2: (A) Tracking space aligned with the virtual environment.
(B) Tracking space is no longer aligned with virtual environment.
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TABLE 4.3: Environment Presentation Order

# Participants Condition 1 Condition 2
10 Increasing Complex Decreasing Minimal
9 Decreasing Complex Increasing Minimal
10 Increasing Minimal Decreasing Complex
9 Decreasing Minimal Increasing Complex

4.3.2 Presentation Order

Gain could be presented in either increasing (from 1 to 1.98) or decreasing (from 1.98 to

1) order within both the minimal and complex virtual environment conditions. Each

participant was presented with two of these conditions, one increasing and one de-

creasing, as shown in Table 4.3. The different presentation orders were chosen to help

eliminate any bias caused by habituation. Habituation can lead participants to become

less aware of the gain over time as they become used to it.

4.3.3 Equipment

The experimental system was created and run using the Unity Game Engine version

2019.4.22f1 and run on a laptop with the windows 11 pro operating system. The laptop

contained an intel i7-11800H 2.30GHz CPU and a NVIDIA GeForce RTX 3070 graphics

card with 32GB RAM. The HTC Vive Pro Eye headset1 was connected to the PC via

a USB-C display port connection. The headset provides a stereoscopic view with a

resolution of 1440 x 1600 pixels per eye, a refresh rate of 90Hz, and a field of view of

110°. Two base stations were used to create a physical tracking space. Participants

were given two HTC Vive controllers to hold.

4.3.4 Implementation

The system was built based on the factors previously specified (see Section 4.3). Of the

three systems described in this thesis, it was the easiest to implement as the platform

only required rotation gain for the user study. Similar to the system in Chapter 3, the

system was built in Unity using the SteamVR plug-in for VR support. The minimal

1The system could also be run using an HTC Vive headset, as the system does not use the eyetracking
features of the Pro Eye headset.
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virtual environment was built using basic assets available in Unity. For the Complex

scene, a pre-built virtual office environment was found online2. The different turn

amounts and directions were scripted in the system, and presented in a random order

for each level of gain to remain unpredictable.

In addition to these two environments which required the user to wear a VR head-

set, an additional virtual environment was created which was empty except for a VR

system to track a HTC Vive Controller when run and to output the change in position

of the controller to a csv log file. This was used to track how much users turned in

the Eyes Open and Eyes Closed conditions in the user study. Voice clips were also

recorded by the experiment describing which way a participant should turn and the

amount. These were used for the Eyes Open and Eyes Closed conditions, as the par-

ticipant could not see any virtual visual cues describing which direction they should

turn in. Similarly to the virtual cues, the audio cues were played in a random order

with a new audio cue being played after the participant had completed the previous

turn.

4.3.5 Data Collection

While the user inside the virtual environment only sees what is in the Participant View,

the researcher can see the additional Researcher Subview on their computer screen while

observing the user study. The views show the environment (minimal or complex)

and user’s available physical tracking space as it is currently defined in the labora-

tory setup. This tracking space is shown in cyan. The facing direction of the user is

shown by two strips - the green strip shows the way the user is facing in the virtual

environment, and the red strip shows the direction the user is facing in the physical

space. Figure 4.2 (a) shows a scenario where the virtual and physical environment are

aligned, and Figure 4.2 (b) depicts a situation where rotation gain has been applied

and thus the physical and the virtual environments are no longer aligned.

This view is hidden from participants as it might be confusing or introduce bias

if they rely on the view to judge their accuracy rather than the virtual environment.

2See the demo version of the experimental system on Github for a full list of credits and full code -
https://github.com/chionic/VR-Turning-Accuracy-Environment

https://github.com/chionic/VR-Turning-Accuracy-Environment
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Researchers can see in real time the relative position of the user in both the virtual

space and the physical amount the user has turned. This allows the researcher to

intuitively see the effect of the gain as the user rotates. This improves the researchers

understanding of the user response to the gain during the user study. The researcher

can record their screen while the user study is running for additional visual data on

how the user turns for later analysis.

In addition to researcher views during the user study, for each participant log files

were created. The log records the position and facing direction of the user in both

the physical tracking space and virtual environment. When the participant presses a

button to start and complete a turn, this is logged in the system. The amount the user

turned in the virtual environment and physical tracking space is calculated based on

the number of degrees turned compared to the number of degrees they were asked

to rotate to get a percentage accuracy of their rotation. Additionally, how much the

user rotates every frame in the environment is measured. This data can then be used

to graph how smoothly the user rotates and whether they "overshot" before turning

back to complete the rotation.

While both the amount the user turns in the physical tracking space and the virtual

environment are recorded, the two numbers are in ratio to one another – if you know

the value of one you can calculate the value of the other. To get the virtual rotation

from the physical rotation multiply the rotation by the gain factor so that:

θV = θR ∗ GR (4.2)

where GR is the rotational gain, θV is the virtual rotation, and θR is the physical rota-

tion. The same can be done in reverse if the virtual rotation is known but the physical

rotation is not:

θR = θV/GR (4.3)

Since the two numbers are related in this way, the calculations have been based

off the physical rotations, although similar results could be found were the virtual

rotation chosen instead.
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In the Eyes Open and Eyes Closed conditions where the user turns without an

HMD, the position and facing direction of the controller is tracked instead. Whenever

the participant presses a button, a record is made of the amount their facing direction

had changed since the last button press.

In addition to the quantitative logging of turns, the awareness the user had of

the gain was measured. It was expected that users would be aware of the gain as it

was above the detection threshold. However, in the experiments that originally found

these thresholds, the participants were not naïve to the gain. Users were asked a series

of questions to better understand their experience in the form of a questionnaire after

each virtual environment. An example of the questionnaire can be found in Appendix

G and the results are summarised in Section 4.4.6.

4.3.6 Data Extraction

As part of the initial data analysis, the amount that participants turned under the var-

ious conditions was extracted from the log files. Generally the log files automatically

calculate the size of the user turns. However, occasionally the system would miss

a turn from the participant, either due to missing button presses or the system not

recording the value.

In these cases, first a manual calculation of the change would be attempted. The

log file would note the start of a turn when the user pressed the button and also the

end of a turn on the next press. Once the place where the turn that was missing was

found, the facing direction of the user on the next line of the log file was taken. A

second facing direction was taken on the line before the user completed the turn. By

finding the difference in facing direction between the first frame and the last frame, the

size of the rotation could be calculated. This would slightly underestimate the amount

the user turned as the beginning and final frames of the turn were not included.

If this method did not return a value or returned a very small value, the data record

would be left blank. Similarly if the turn was incredibly small (less than 10°) the turn

was considered a mis-log and removed from the dataset. Out of 2280 total turn obser-

vations, 98 were missing leaving 4.3% of data records blank.
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4.3.7 Procedure

1. Experiment System is setup.

2. The experiment is explained to the participant and consent forms are signed.

Appendix G shows a copy of the Information sheet and Consent Form.

3. The participant puts on the HMD and familiarises themselves with the controls.

4. The first environment starts with instructions shown to the participant as seen

in Figure 4.2. The environment presented first can be any of the four conditions

described in Table 4.3.

(a) Participant completes 3 practice turns.

(b) Participant completes 6 recorded turns at the initial gain level presented in

a random order (45, 90,180 in both CW and CCW directions) to keep the

next turn amount unpredictable.

(c) The next gain level starts and the user repeats the turns in the previous step.

5. Once all the gain levels are complete, the participant removes the HMD and

fills out a questionnaire. There are seven questions but only two are relevant

(3 and 5) to the user study as they relate to gain perception. The others are

decoy questions, similar to other user studies (Nie, Adhanom, and Rosenberg,

2023; Peck, Fuchs, and Whitton, 2009; Suma et al., 2011). Appendix G shows an

example of the questionnaire.

6. The participant puts on the HMD and the second environment begins, the sec-

ond environment in the same row as the first in Table 4.3. The participant repeats

steps 4 and 5 in this second environment.

7. The participant turns in the physical space with their eyes open without the

HMD (45, 90, 180 in both CW and CCW directions).

8. The participant turns in the physical space with their eyes closed without the

HMD (45, 90, 180 in both CW and CCW directions).
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Participants completed a second task after this turning accuracy task in the same

experiment session. A detailed breakdown of the second task can be found in Chapter

3.3.2. The turning accuracy task was finished first for all participants for consistency

and thus all parts of the turning accuracy task were completed before the second task

was introduced to participants.

4.3.8 Participants

After ethical approval was received from the Maynooth University Ethics board, the

study was advertised on campus. The user study was conducted with 38 participants3,

20 Male, 16 Female, 1 Non-binary and 1 preferred not to identify, with an age range

of 18-54 (mean age 24). 34% of participants had no VR experience, another 34% had a

little VR experience, 20% had some VR experience and 11% had extensive VR experi-

ence.

4.4 Results

This section describes the results generated from the dataset collected from the user

study. The aim of this study is to aid developers in predicting user behaviour in re-

sponse to rotation gain. For each of the research questions the data analysis is pre-

sented. After the data is analysed, a model of the different types of response to rotation

gain is introduced.

4.4.1 Comparison of CW and CCW Rotation

A comparison of the clockwise (CW) and counter-clockwise (CCW) turns of the partic-

ipants, under each condition was run. This was done using the Kolmogorov-Smirnov

method. This method compared the distribution of the CW turns to CCW turns. While

the method is often used to compare a distribution to the normal distribution, in this

case it was used to compare the distributions of the CW and CCW conditions.

3Data from one participant was removed due to an early cancellation for motion sickness. Motion
sickness has been covered as an unlikely but possible side-effect in our university-approved ethics pro-
cedure
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Table 4.4 shows the analysis of the data. The condition column lists turns of the

same size and in the same environment, CW and CCW. The statistic column describes

the test statistic D and the p-value for each gain level. D represents the maximum ver-

tical distance between the two distribution functions of the two samples. The p-value

measures how likely it is that the two distributions being tested are the same. A p-value

of 0.05 or below is considered a significant result which means the two distributions

are different. No p-value in Table 4.4 is below 0.05. The lowest value, 0.197, is for a

minimal turn of 45°.

TABLE 4.4: Kolmogorov-Smirnov test results comparing CW and CCW
experiment conditions

Condition Statistic Gain
1 1.245 1.49 1.98

45 Minimal D 0.242 0.132 0.184 0.142
p-value 0.197 0.903 0.545 0.793

90 Minimal D 0.114 0.081 0.237 0.158
p-value 0.979 0.999 0.239 0.738

180 Minimal D 0.216 0.105 0.184 0.237
p-value 0.357 0.987 0.545 0.239

45 Complex D 0.1313 0.119 0.177 0.132
p-value 0.844 0.907 0.534 0.903

90 Complex D 0.173 0.116 0.105 0.168
p-value 0.572 0.935 0.987 0.599

180 Complex D 0.176 0.072 0.158 0.158
p-value 0.525 0.999 0.738 0.738

No statistically significant differences were found (see Table 4.4 for details). This

means that the direction of the turn made no difference to the turning accuracy of

the participants. This result agrees with similar studies on rotation gain (Nguyen and

Kunz, 2018; Williams and Peck, 2019; Brument et al., 2021). Additionally, turning

repeatedly in one direction leads to dizziness which can be reduced by changing the

direction of the turn frequently.

Since there was no statistically significance difference between the CW and CCW

conditions, they were pooled in later analysis as their distributions were similar.
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(A) A box plot of how much users turned under
the different conditions when requested to turn

45°.

(B) A box plot of how much users turned under
the different conditions when requested to turn

90°.

(C) A box plot of how much users turned under
the different conditions when requested to turn

180°.

FIGURE 4.3: Box Plots of Actual Turns - A dot shows a participant’s ac-
tual turn response in the physical space. The box plots show the aver-
age of the responses. The complex environment (orange), the minimal
environment (blue), eyes open (red) and eyes closed (cyan). Each plot

has a different y-axis scale, based on the requested turn.
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4.4.2 Box-plot Analysis of User Response

The mean turn amount and standard error in terms of degrees under each of the dif-

ferent conditions was calculated (see Appendix D). The three Figures 4.3a, 4.3b and

4.3c capture all the data that was collected. They provide an overview of the response.

Since the requested turns differ, the data has been separated into three figures based

on each requested turn. The scale of the y-axis is different in each graph. Three hori-

zontal lines at the 180°, 90° and 45° have been added to highlight the relative scales of

the graph.

Each individual turn in the real tracking space is represented by a singular dot in

the Figures 4.3a, 4.3b and 4.3c. The box plots show the median amount participants

turned. The X-axis shows the environment and gain conditions of the turn. The Y-axis

represents the number of degrees turned. Each environment has a different colour.

Blue for the minimal virtual environment, orange for the complex virtual environ-

ment, red for the eyes open condition and cyan for the eyes closed condition. Note

that each of the box-plots has a different Y-axis scale based on the how much partici-

pants were requested to turn.

In general, as the gain increased, participants turned more than expected in the vir-

tual environment, turning larger amounts virtually than the requested turn amount.

Participants turned more in the minimal environment than the complex environment

at higher gain levels suggesting that increased visual cues lead gain to be more ef-

fective. For example, in Figure 4.3c, in the 180° condition at 1.98 gain users turned a

median of about 152° (mean: 151°) in the minimal environment which is close to the

180° that would be expected if users had no response to gain. In contrast, in the com-

plex Environment there was a median of 98° (mean: 110°) suggesting users responded

to the gain. This is analysed further in the next section.

4.4.3 Results of User Response to Gain in different conditions

The percentage difference between the expected rotation and the actual rotation that

users turned is shown in Table 4.5. For Table 4.5 a 0% value would mean the user
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responded to the gain expected. A negative value means the user turned less than ex-

pected. A positive value means the user turned more than expected. This is based on

the results described in Appendix D. Formula 4.4 was used to evaluate the percentage

difference:
ActualTurn− (RequestedTurn/Gain)

RequestedTurn/Gain
× 100 (4.4)

FIGURE 4.4: Comparing Gain Set to Real Turn Response - The graph
compares how responsive users were to gain ("Proportionate Gain Re-
sponse") to the actual amount users turned relative to the expected gain
(see equation). The lines show the general trend of the user response

based on the data points indicated in the graph.

Figure 4.4 compares the expected rotation in the physical space under the different

gain conditions to the actual rotation. If the participants rotated accurately in the

virtual environment, then the line would have a slope of 0. This is represented by the

’Proportionate Response to Gain’ line on the graph. In contrast, if the gain had no

impact on participants, their responses would align with the ’No Response to Gain’

line. For example, looking at point A on the graph, which represents the minimal 180

condition at 1.98 gain, it would be expected for users to turn 90.9° in the physical space

if they responded perfectly to the gain. The actual mean amount participants’ turned
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was 150.69° (see Appendix D and Figure 4.3c), the participants overshot how much

they were expected to turn by 65.8% (see Table 4.5 and Figure 4.4). In this example,

the users turned more than instructed in the virtual environment.

Influence of Gain on Turning Accuracy

This section discusses the influence of gain on user turning accuracy in relation to Re-

search Question 1.2 described further in section 4.1. Figure 4.4 compares the expected

rotation to the actual rotation. In general, users ’overshot’ how much they turned in

the virtual environment at higher gain levels. When no gain was present, the users

actual rotation was close to the expected rotation in the complex virtual environment.

This was seen with both the quarter-turn of 90° (1.3%) and the half-turn of 180° (-

1.8%). In contrast at the highest gain level of 1.98, users turned about 218° (21.2%)

when asked to turn 180° and 110° (23.2%) when asked to turn 90°. This is an over-

shoot of about 20% at the 1.98 gain level.

A similar trend can be seen in the 45° condition where there is a 25.3% difference

between no gain (1.0, 26.1%) and maximum gain (1.98, 51.4%). The larger error in

the 45° could be due to participants finding it more difficult to judge how far to turn.

Unlike the easier reference points of a half-turn for 180° and a quarter-turn for the

90° conditions. Appendix D shows the mean average amount users turned under

each condition, while Table 4.5 shows how users started to overshoot more as gain

increased. This is also illustrated in Figure 4.4 where the distance from the actual

turn to the ’Proportionate Gain Response’ increases with the gain level. These results

show that gain impacted the accuracy of turning for users. The results show a linear

correlation between the increase of gain and the average deviation.

Influence of Environment Complexity on Turning Accuracy

This section discusses how the number of visual cues in the environment affects user

turning accuracy (see research question 1.3 in section 4.1). In the user study, partic-

ipants were presented with two different virtual environments. The complex envi-

ronment had numerous visual cues and was modelled after an office. The minimal
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TABLE 4.5: Percentage difference of actual turn in the tracking space
compared to the expected turn accounting for gain.

Condition Real
Environment Turn Gain

1 1.245 1.49 1.98
Minimal 180 -9.1% 12.4% 30.5% 65.8%
Complex 180 -1.8% 0.9% 10% 21.2%
Minimal 90 3.6% 26.9% 46.1% 69%
Complex 90 1.3% 14.7% 21.7% 23.2%
Minimal 45 23.5% 55.1% 74.1% 108%
Complex 45 26.1% 37.4% 40.7% 51.4%

environment contained only a single visual cue in the form of a yellow ball (see Figure

4.2).

Gain influenced participants more strongly in the complex environment (orange

lines) than the minimal environment (blue lines), as shown in Figure 4.4. For the com-

plex environment the slopes of the lines in the graph are around 0.22. This is closer to

the ideal response of a slope of 0 than in the minimal environment. In the minimal en-

vironment the slopes range from 0.65 to 0.83. This suggests users were impacted less

by the gain in the minimal environment than in the complex environment. This sug-

gests, the weight of different sensory modalities might be influenced by the number

of visual cues in the environment. This is discussed further in Section 4.4.8.

Influence of Requested Turn Amount on Turning Accuracy

In this section the requested turn (45°, 90°, 180°) is compared to the actual turning ac-

curacy of the participants (see research question 1.4 in section 4.1). When no gain was

present, participants turned quite accurately when requested to make a 90° quarter-

turn (complex: -1.3%, minimal: -3.6%) and 180° half-turn (complex: 1.8%, minimal:

9.1%) (see Table 4.5).

In contrast, in all the environment conditions with no gain, the mean amount users

turned was closer to 55° than 45°. This was similar across all four environments - in

the Eyes Open (mean=56.82, standard error=1.65), Eyes Closed (mean=53.7, standard

error=1.34), minimal (mean= 56.34, standard error=1.71) and complex (mean=56.76,

standard error=2.14) environments (see Appendix D). This trend can also be seen in
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Figure 4.3a. Similarly, participants turned more in Figure 4.4 when asked to turn

45° with no gain. In both the minimal and complex environments, users turned at

a rate significantly above the 0 line. This suggests they turned too much. In the min-

imal environment, users turned 23.5% more and in the complex environment they

turned 26.1% more (see Table 4.5).

This could be due to users being unused to turning 45° as compared to a 180° half-

turn or a 90° quarter-turn. Alternatively, users might find accurately judging smaller

turns more difficult. Further studies with other requested turn amounts (such as 60°,

120° or 15°) are needed to fully understand this result.

4.4.4 Statistical Tests

Observing the trends in the boxplot Figures 4.3a, 4.3b, 4.3c and relative turning accu-

racy Figure 4.4 suggests that different environment, requested turn, and gain condi-

tions affect turning accuracy. This is discussed in Sections 4.4.2 and 4.4.3. Based on the

trends found, statistical tests were run to find any statistically significant differences

between the conditions.

The normality for each condition, with pooled CW and CCW turns (see section

4.4.1), was tested using the Shapiro-Wilk normality test (see Table 4.6). The W test

statistic in the Shapiro-Wilk normality test measures how close the condition is to a

normal distribution. A W value close to 1 (e.g. 0.97) suggests the data is approximately

normally distributed. In contrast, a lower W value (e.g. 0.613) suggests the dataset is

far from a normal distribution. The p-value describes how confident the test is that the

set is normally distributed. A p-value less than 0.05 suggests the data is not normally

distributed.

A few of the subsets in Table 4.6 were normally distributed. Such as in the minimal

environment when requested to turn 90°. However, most subsets were not normally

distributed. Non-parametric tests were selected to account for the data not follow-

ing a normal distribution. Additionally, since each participant rotated multiple times

in each environment condition, the data was not independent. The non-parametric
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Friedman test of differences among repeated measures was chosen to account for this.

TABLE 4.6: Shapiro-Wilk Normality test results for each of the virtual
environment, requested turn amount and gain conditions. A p-value

less than 0.05 suggests the data is not normal.

Condition Statistic Gain
1 1.245 1.49 1.98

45 Minimal W 0.97 0.9 0.901 0.962
p-value 0.091 0.00002 0.00002 0.027

90 Minimal W 0.986 0.986 0.974 0.961
p-value 0.613 0.615 0.116 0.019

180 Minimal W 0.896 0.933 0.887 0.974
p-value 0.00002 0.0006 0.000006 0.129

45 Complex W 0.881 0.933 0.931 0.85
p-value 0.000005 0.0006 0.0005 0.0000003

90 Complex W 0.890 0.965 0.901 0.954
p-value 0.00001 0.038 0.00002 0.008

180 Complex W 0.802 0.805 0.816 0.843
p-value 0.00000001 0.00000002 0.00000002 0.0000002

The Friedman test was run to determine if there were statistically significant dif-

ferences in the average physical rotation in any of the four different environments.

The mean of the combined CW and CCW turns under each condition was used in

the Friedman test. Table 4.7 shows the results of the Friedman test. The turn amount

column describes how much participants were requested to turn. The gain columns

describe the gain level present in the two virtual environments. Each gain column

includes the Q test statistic for the Friedman test. The significance level of the result is

described by the number of * beside the Q statistic. One or more * suggests that there

was a statistically significant difference between at least two of the four environments

(minimal, complex, eyes open and eyes closed) under the conditions of that row and

column.

Statistically significant differences were found at all gain levels above 1. If the

Friedman test found a statistically significant difference, pairwise Wilcoxon tests were

run using the Bonferroni adjustment method for multiple comparisons. The complete

results of the Wilcox tests can be found in Appendix F. A summary of the statistically

significant. results of the Wilcoxon tests are shown in Table 4.8.
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TABLE 4.7: Friedman Rank Sum Test Comparing Environments - The
test has 3 degrees of freedom. The * indicate significance levels. * < .05,

** < .01, *** < .001

Turn Amount Gain 1 Gain 1.245 Gain 1.49 Gain 1.98
45 χ2 1.87 13.87** 24.74*** 43.66***
90 χ2 6.87 17.63*** 33.1*** 76.43***
180 χ2 11.02* 35.26*** 53.78*** 75.31***

TABLE 4.8: Significant differences found using Wilcoxon tests between
the four environment conditions - minimal and complex while wearing
a headset, and eyes open and eyes closed when the user was turning

without a headset.

Turn Amount Gain Level Environment Minimal Complex Open Closed
45 1.245 Complex - X * *

1.49 Complex * X *** ***
1.98 Complex *** X *** ***
1.98 Minimal X *** * *

90 1.245 Complex - X ** **
1.49 Complex *** X *** ***
1.98 Complex *** X *** ***
1.49 Minimal X *** * -
1.98 Minimal X *** *** ***

180 1 Complex * X ** **
1.245 Minimal X ** - -
1.49 Minimal X *** ** *
1.98 Minimal X *** *** ***
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Comparing rotation in the virtual environments to the physical space

The section contains an analysis of the turning accuracy of participants in the virtual

environments compared to the physical space concerning research question 3 (see sec-

tion 4.1). Figures 4.3a, 4.3b and 4.3c show the general trends of the minimal and com-

plex virtual environment conditions compared to each other. The figures also compare

the virtual environments to the eyes open and eyes closed conditions, where the user

was not wearing an HMD. In general, as the gain increases the difference between the

amount participants turned in the virtual environments compared to the eyes open

and eyes closed condition increases. The complex environment holds a larger rate of

change than the minimal environment at the same gain levels. Tables 4.7 and 4.8 show

the statistically significant differences between the four conditions. The test results

show a similar trend to Figures 4.3a, 4.3b and 4.3c.

No statistically significant differences were found between the eyes open and eyes

closed conditions for any of the requested turns. This suggests that users had roughly

equal accuracy when turning with their eyes open and eyes closed when not wearing

a VR headset. This could be due to the relatively small turns requested of participants

(45°, 90° and 180°). Due to this similarity, statistically significant differences were

found between the virtual environments and the eyes open condition at similar rates

to the eyes closed condition.

The 45° condition only showed a difference between the minimal environment and

the eyes open and eyes closed condition at the highest gain level of 1.98. At 90° and

180° this difference was statistically significant at both the 1.49 and 1.98 gain levels.

This suggests that rotation gain only influences users in an environment with minimal

visual cues when the gain is well above the level of the detection threshold. If the user

is asked to turn a larger amount, the gain is more likely to impact them.

In contrast, with the complex environment all gain levels above 1 were statistically

significant when compared to the eyes open and eyes closed conditions, in both the

45° and 90°. This suggests that in a virtual environment with lots of visual cues, gain

causes users to turn less much earlier than in a condition with only a singular visual

cue. The 180° turn shows a similar trend in relation to Figure 4.3c. However, due to
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there being a statistically significant difference between the eyes open and eyes closed

condition in comparison to the complex environment condition when no gain was

added, the results of the Friedman and Wilcoxon tests are difficult to interpret for this

scenario.

To summarise, at higher gain levels there was a significant difference in how par-

ticipants turned in the two virtual environments compared to the Eyes Open and Eyes

Closed condition. This trend was stronger in the complex environment with lots of

visual cues than in the minimal environment with a singular visual cue. Addition-

ally, when asked to turn 180° in the complex environment without gain, participants

turned a statistically significant different amount compared to the eyes open and eyes

closed condition. The implications of these results are discussed further in Section

4.4.8.

4.4.5 Linear Mixed Models

Interaction effects show how different variables influence each other. Sometimes, the

effect of one variable on its own might not be significant. However, a second vari-

able might influence the value of the first variable. Thus when combined with other

variables there might be a statistically significant effect. In relation to research ques-

tion 2 (see section 4.1) this section analyses the impact of interaction effects on turning

accuracy.

In this user study, each participant provided multiple data points as they turned

at different gain levels, turn amounts, directions and virtual environments. Thus the

data was not independent. Therefore, the pre-conditions for an ANOVA were not met.

Instead, Linear Mixed Models (LMMs) were chosen as they do not assume indepen-

dence of the data. The random effects in the LMM account for the non-independence

of the dataset. LMMs were used to analyse potential interaction effects between the

different variables (turn direction, requested turn, gain level and environment).

LMMs are ideal for handling correlated data (such as data collected from the same

person under different conditions) and hierarchical data (such as when there are mul-

tiple effects both within a group and between groups being studied) (Gałecki and
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Burzykowski, 2013). LMMs model fixed effects, which come from variables imple-

mented within the study, such as the gain level and requested turn. These variables

predict the outcome of the model. The model helps us understand the average effect

of these fixed variables on the overall turning accuracy of users. Additionally, LMMs

use random effects to model variations between groups that are not accounted for by

the fixed effects.

The LMM considered four independent variables as shown in equation 4.5. ε is

often used in LMMs to describe the residual errors not accounted for directly by the

model, that is variation that the other variables do no account for.

D_Turn = R_Turn + Gain + Env + Direction + (R_Turn ∗ Gain) + (R_Turn ∗ Env)

+(Gain ∗ Env) + (R_Turn ∗ Gain ∗ Env) + (Participant) + ε

(4.5)

Where:

• D_Turn : difference between the actual amount the participant turned and the

requested turn (actual turn – requested turn)

• R_Turn : the requested turn as a factor

• Gain : the level of gain added

• Env : the environment the participant was in

• Direction : which direction the participant was asked to turn (clockwise/counter-

clockwise)

• Participant : the participant’s ID as a factor

• ε : residual errors - variation in the data not accounted for by the other variables.

Participant and ε were regarded as random effects.

The model did not have any four way interaction effects. Next, smaller models

were run to find any three- and two- way interaction effects. This was done by com-

paring the accuracy of the smaller models to the larger model. The results of these

models are detailed in Appendix E.
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There was a three-way interaction effect between the environment, the gain level

and the requested turn amount. Two-way interaction effects were found between the

requested turn and the gain, the requested turn and the environment and the gain

and the environment. Appendix E shows the significance of the different interaction

effects.

To get a better understanding of the different two way interaction effects, one fac-

tor of the three way interaction effect was held constant with each of the possible

values for that factor. The model was then run again to see if the two way interaction

effect under that condition was statistically significant. It was found that the requested

turn and gain level interaction was only statistically significant in the complex envi-

ronment while all other two-way interactions were always statistically significant.

Influence of Interaction Effects on turning accuracy

In relation to research question 2 (see Section 4.1), the interaction effects between the

different variables was analysed using LMMs. The direction participants turned (CW

or CCW) did not have an effect or any interaction effects within the model. This is

similar to the test results from the Friedman and Wilcoxon tests.

The gain level, the environment, and the requested turn amount had a three way

interaction effect. This suggests that all three factors influence the turning accuracy of

users when combined. Two-way interaction effects were found between the requested

turn and the gain, the requested turn and the environment, and the gain and the en-

vironment. That is, all the combinations of two out of three variables in the three way

interaction effects also had significant effect on each other. Additionally, it was found

that the requested turn and gain level interaction was only statistically significant in

the complex environment. All other two-way interactions were statistically signifi-

cant. This supports the idea that gain has a stronger influence on the turning accuracy

of users in the complex environment than in the minimal environment at the same

requested turn amount.

The number of interaction effects found in the model suggests that the turning

accuracy of users is impacted by multiple different variables and how those variables
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interact with each other. Developers should consider their system as a whole when

predicting how much users will turn as different aspects of the system are likely to

influence each other.

4.4.6 Questionnaire Responses

As well as the turning accuracy of participants, the user study also analysed par-

ticipants’ awareness of the gain in the virtual environments and their experience of

turning. When users are unaware of rotation gain it can improve task performance

(Bruder, Lubos, and Steinicke, 2015; Mostajeran et al., 2024). However the level of

gain that can be added to a system before users become aware of it is limited.

A questionnaire was conducted after each virtual environment condition (see Ap-

pendix G). Participants were asked two questions relating to the gain level (“The

world is moving?“ and “You’re turning more/less than you thought?”) in the ques-

tionnaire. These two questions indicate whether a participant was aware of the gain

inside the virtual environment. A positive response to at least one of the two questions

suggests the participant noticed the gain inside the environment.

Participants were less likely to become aware of the added gain in the minimal

Environment if it was presented to them first. When presented with the minimal en-

vironment first 42% of participants responded yes to one or both of the questions.

However, 68% of participants responded yes to in the minimal environment when it

was presented second. In contrast, with the complex environment, similar numbers

(68% vs 63%) of participants responded ‘yes’ to one or both of the questions regard-

less of if it was presented first or second. This supports the idea that fewer visual

cues make gain less perceptible to the user. This effect might be mitigated by previous

experience with gain, like in the complex environment.

The majority of participants recognised the gain in either one (37%) or both (42%)

environments. However, a subset of participants (21%) did not respond ‘yes’ in either

of the environments. This suggests that these participants remained unaware of the

gain. This is surprising since the higher levels of gain were well above the previously



102 Chapter 4. User Study of Rotation Accuracy

established detection threshold. It was expected that all participants would become

aware of the gain.

In terms of the user experience of gain, five participants (13%) made explicit com-

ments about the gain. One user described how they “spun faster virtually for what felt

like the first 2-3 turns and then normalised” after experiencing the office descending

condition. Another participant explained after the office environment that “the world

spun at a faster rate than I did”. Similarly, a participant noted that “I turned faster in

VR than in real life”. One participant described the room as “spinning” and another

described it as “tilting”. This provides anecdotal evidence that some users perceive

their self-motion as changing in the virtual environment while others perceive the vir-

tual environment as changing around them.

Additionally, some participants commented on their experience of turning in the

virtual environments. Three participants (8%) mentioned they felt like they had turned

inaccurately in the virtual environment, and one participant mentioned how they lost

track of where they were in the physical world. One participant thought the researcher

had moved 90° in the room when they had remained in the same spot throughout.

User experience of Rotation Gain

This section discusses the questionnaire responses of participants in relation to their

awareness of the rotation gain, as described by Research Question 4 (see Section 4.1).

When asked about the gain, participants who started in the minimal environment

made less comments about the gain. This suggests that gain was less perceptible to

participants with only a single visual cue within the environment. However, gain was

more perceptible in the minimal environment after the participant had already been

in the complex environment. This suggests that the participants awareness of gain in

the complex environment made it easier for them to recognise the gain in the minimal

environment despite the lack of visual cues.

Not all participants were aware of the gain. Based on the questionnaire responses,

21% remained unaware of the gain across both environment conditions. This is sur-

prising as the gain presented was well above the detection threshold at the levels of
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1.49 and 1.98. This could be explained by the participants remaining naïve to the goals

of the user study and therefore not actively looking for changes in the virtual environ-

ment or the way they were moving. This is in contrast to previous studies where users

were made aware of the gain at the beginning of the study. Alternatively, participants

may have become aware of the gain but did not perceive it as relating to the questions

being asked. Additional user studies are needed to draw stronger conclusions.

4.4.7 Modelling User Response

After analysing the data in consideration of the research questions (see Section 4.1),

how to model and predict users’ response was considered. First, a graph was created

for each individual participant comparing their response to each gain level in the min-

imal and complex environment. In this graph, the amount the participant turned in

the real world was compared to the requested turn (45°, 90° and 180°).

GainResponseLevel = Abs(RequestedTurn)/Abs(ActualTurn) (4.6)

The result of the equation shows the rate at which the participant responded to

the gain (GainResponseLevel) - if they turned less than requested, the participant was

likely influenced by the gain. If they turned the requested amount, they did not re-

spond to any gain. For example, if a participant was asked to turn 180° and they

actually turned 93° then the formula would be:

180/93 = 1.94

In this case the participant turned significantly less than 180° and the amount they

actually turned suggests they were responding to a gain level of 1.94. If their Actu-

alTurn had been 180° then they would have responded at a gain level of 1 (no added

gain). The gain response level of each turn of a participant was calculated using Equa-

tion 4.6. The turns were then split by the actual gain level that was applied to the

participant - 1, 1.245, 1.49 and 1.98. For example, in the calculation above, with the

actual gain level of 1.98 and a requested turn of 180°, the participant responded to the
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FIGURE 4.5: Comparison of a single participant’s response in the mini-
mal (orange) and complex (blue) environments to changes in gain. The
x-axis shows the level of gain added to the virtual environment. The

y-axis shows the level of response the participant had to the gain.

gain at a rate of 1.94. This is close to the 1.98 gain level, suggesting that the partici-

pant was strongly influenced by the gain for this turn. For each level of gain, which

included six individual turns, the score was averaged to find a final score for the par-

ticipant response at that gain level. This was done once for the complex environment

and once for the minimal environment.

Each point was graphed and a trend line using the four points was drawn to esti-

mate how the participant would respond to different gain levels between 1 (no added

gain) and 2 (the participant is turning twice as fast virtually as in the tracking space).

See Figure 4.5 for an example graph from one particular participant. The graph shows

the average accuracy of the participant turn at every level of gain. The slope of the line

in the graph shows the overall accuracy of the response to the gain of the participant

for each environment. If the participant responded to the gain at the exact rate of the

actual gain introduced the line would have a slope of 1. If they were not affected by

the gain at all, the line would have a slope of 0. In the example Figure 4.5 the partici-

pant had a response of 0.81 to the gain in the complex environment and a response of
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0.43 to the gain in the minimal environment. This suggests they were highly impacted

by the gain in the complex environment and less so in the minimal environment.

The graphs for each participant were compared to find any trends in user be-

haviour. Trends specific to certain requested turn amounts among the participants

were also considered. For example, when requested to turn 45° participants often

turned more than 45°. The mean of all participant responses for each condition was

taken, excluding missing data records. CW and CCW were merged as there was not

a statistically significant difference between the measurements (see section 4.4.1). Ap-

pendix D tabulates the mean of participants’ turns as well as the standard error for

each condition.

4.4.8 K-means

In addition, K-means clustering was used to identify possible groups of user behaviour

(see Figure 4.7). Two dimensions were used based on earlier analysis to identify be-

haviour patterns of participants across the different conditions4. One dimension was

the gain response slope of the complex environment and the other dimension was the

gain response slope of the minimal environment. Each dot in Figure 4.7 is a single par-

ticipant’s response. The numbers in Figure 4.7 refer to the order in which participants

were put into the plot.

The silhouette and elbow method were used to find the optimal number of clusters

for the data. Both methods confirmed that 4 was the ideal number of clusters as show

in Figure 4.6a and 4.6b.

For each group cluster in the k-means graph (Figure 4.7), a new graph was created.

The graph shows the average response of the participants in that group to gain. These

graphs show four different profiles to explain participant behaviour (see Figure 4.8).

Low Response Group (6 Participants, 16%)

The participants in this group showed little or no response to gain under both envi-

ronmental conditions. This group turned similarly under all gain conditions and both

4One participant was an extreme outlier with a cluster that formed with only their response. This
participant’s data was removed from the K-means dataset since it was so far outside the other results.



106 Chapter 4. User Study of Rotation Accuracy

(A) Silhouette method identifying the optimal
number of clusters

(B) Elbow method identifying the optimal
number of clusters

FIGURE 4.6: Finding the Optimal Number of Clusters for K-means

FIGURE 4.7: K-Means Clustering - four clusters were identified. The
Low Response Group with 6 participants (16%, green), the Moderate
Response Group with 14 participants (37%, blue), the High Response
Group with 9 participants (24%, red) and the All Response Group with

8 participants (21%, purple).
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(A) The Low Response Group showed a sim-
ilar low response to gain in both the minimal
environment (orange diamonds) and complex

environment (blue circles)

(B) Moderate Response Group showed a mod-
erate response to gain in complex environment
(blue circles), while showing little response to
gain in the minimal environment (orange dia-

monds)

(C) The High Response Group showed a high
response to gain in complex environment (blue
circles), while showing little response to gain in
the minimal environment (orange diamonds)

(D) The All Response Group showed a moder-
ate response to gain in both the complex envi-
ronment (blue circles) and in the minimal envi-

ronment (orange diamonds)

FIGURE 4.8: User Response Groups to Gain in the Minimal and Com-
plex Environment

environments. They treated both the complex and minimal scenario as if no gain was

present in either. The slopes of the complex and minimal environment lines were sim-

ilar. The graph (Figure 4.8a) shows the mean slope of the six participants in this group

when asked to turn 45°, 90° and 180° in the minimal (orange dashed) and complex

(blue solid) environments.

In the 45° and 180° complex condition, the slope of the response was 0.07 and

0.09 respectively. The 90° complex condition was the only line that showed any re-

sponse with a slope of 0.32. The minimal environment slopes were 0.11 for 45°, 0.19

for 90° and 0.07 for 180°. Similarly to the 90° turn in the complex environment, the

90° minimal environment had a slightly bigger slope than the other two conditions.
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Moderate Response Group (14 participants, 37%)

The second group was moderately affected by gain in the complex environment while

remaining largely unaffected by gain in the minimal environment. This was the largest

group, containing 14 participants. Despite being affected by gain in the complex en-

vironment, their response was still less than the level of gain added. This means they

turned more in the virtual environment than they were requested to at higher gain

levels.

In the complex environment, participants were more affected by the gains as the

amount they were asked to turn increased. The slope of the 45° complex condition is

0.54, for the 90° requested turn it is 0.58 and for the 180° requested turn the line has a

slope of 0.72. In the minimal environment, when requested to turn 45° the slope of the

response was 0.12. For 90° it was 0.23 and for 180 it was 0.01.

High Response Group (9 participants, 24%)

Similar to the Moderate Response Group, the participants of the High Response Group

responded strongly to the gain in the complex environment (see Figure 4.8c). How-

ever, unlike the Moderate Response Group, their response to the gain mapped almost

perfectly onto the gain being presented in the complex environment. The response to

the gain in the minimal environment was close to 0. This suggests that the gain had

limited effect in the minimal environment for this group.

When asked to turn 45° in the complex environment, the slope of the response

was 1.13, for the 90° requested turn it was 1.06 and for the 180° requested turn it was

1.05. All three of these responses are slightly larger than the perfect response to the

increasing gain where the slope of the line would be 1. In contrast, for the minimal

environment the slope of the lines are 0.14 when asked to turn 45°, 0.11 when asked

to turn 90° and 0.08 when asked to turn 180°. This suggests that participants in this

group were not impacted by the gain in the minimal environment while being strongly

impacted by gain in the complex environment.
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All Response Group (8 participants, 21%)

The All Response Group responded to the gain in both the minimal environment and

the complex environment. Despite this, the All Response Group was still slightly more

affected by gain in the complex environment.

Figure 4.8d shows that when asked to turn 45, 90 and 180° in the complex environ-

ment, the slope of the response were 0.76, 0.65 and 0.82 respectively. In the minimal

environment when asked to turn 45°, 90° and 180°, the lines had slopes of 0.68, 0.38

and 0.22. This suggests that even in an environment with very few reference points,

the All Response Group will respond to gain.

Discussion

Based on the analysis of the results and the user model, suggestions for developers

and VR environment designers when modelling user turning behaviour in VR were

created:

• Users have similar accuracy turning Clockwise (CW) and Counter-clockwise

(CCW) - No statistically significant differences were found between how much

users turned in the CW and CCW conditions. This confirms the findings of other

studies on rotation gain (Nguyen and Kunz, 2018; Williams and Peck, 2019; Bru-

ment et al., 2021). Combined, this is strong evidence that designers do not need

to account for the turning direction of the user when creating virtual environ-

ments as there is no difference in how users respond to the turn in the CW and

CCW directions.

• Users will rotate about 55° if asked to rotate 45° - When asked to rotate 45°,

users tended to rotate about 10° extra when no gain was present, both in a vir-

tual environment and a physical space (see Table D.1 for details). This could be

because users find it difficult to judge the size of a 45° turn. A half turn maps

onto 180°, a quarter turn 90°. However, users are rarely asked to turn 45° which

might have led users to overestimate the size of a 45° turn. Alternatively, users

might be less accurate at judging small turns.
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• The number of visual cues in the environment impacts user gain perception

- Figure 4.4 compares the amount users rotated at different gain levels in both

the complex and minimal environments. Users responded more strongly to the

gain in the complex environment than the minimal. Wilcoxon tests found a sta-

tistically significant difference between the control conditions and complex con-

dition at lower levels of gain (1.245 and 1.49). In contrast, in the minimal envi-

ronment a statistically significant difference was only found at higher gain levels

(some 1.49 and most 1.98), suggesting users were far less impacted by the gain.

This suggests that the number of visual cues in the environment has a direct

impact on how much user’s are influenced by the rotation gain. As a result user’s

turn a different amount depending on the number of visual cues. This might be

due to the weight different sensory modalities are given in each scenario. Fewer

visual cues might cause users to rely more on their other senses - such as their

vestibular system and proprioception. As gain does not directly influence these

other senses, users may turn close to the requested turn as if no gain was present.

When there are many visual cues present users might rely more on their eyesight

to see how far they have turned. Thus users may be more strongly impacted by

gain in environments with lots of visual cues.

This is a similar effect to translation gain, where fewer visual cues increased

translation gain thresholds (Kruse, Langbehn, and Steinicke, 2018). However,

there is a limit to the improvement of gain response based on the number of vi-

sual cues. Users were impacted by rotation gain at roughly equal levels regard-

less if 4 or 16 objects were placed around them in a circle (Paludan et al., 2016).

How many visual cues need to be distributed around a virtual environment for

gain to be highly effective remains an open research question.

• Users are likely to overturn at higher gain levels - The amount users rotated in

the virtual environment deviated strongly as gain level increased. In the com-

plex environment users rotated about 180° or 90° when no gain (1) was present.

Participants overshot the expected turn by about 20% in the highest gain con-

dition (1.98) for both 180° and 90°. Each gain level between 1 and 1.98 led to
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slightly higher mean virtual rotation. A similar trend can be seen in the 45° con-

dition where there is a 11.34° difference between no gain (1) and maximum gain

(1.98). This result is especially important to consider for systems using higher

gain levels in small tracking spaces. Compared to a prediction model that as-

sumes near perfect user accuracy, actual users are likely to turn further than

predicted. This has a direct impact on the future trajectory of the user in the

tracking space and needs to be accounted for when building prediction models.

• Users tend to rotate less in the physical space as the gain increases - this is

in line with similar studies in the field (Steinicke et al., 2010; Grechkin et al.,

2016; Langbehn et al., 2017). Friedman and Wilcoxon statistical tests found sta-

tistically significant differences between users turning without gain in the real

space compared to turning in the complex virtual environment with gain in the

45° and 90° condition. A similar trend can be seen in the minimal environment at

stronger gain levels. A statistically significant change in turn amount was found

in the minimal environment when users turned 180° with a gain level of 1.49 and

1.98.

• Interaction Effects - Within the user study, there was a combined effect of differ-

ent independent variables that influenced turning accuracy more than just the

individual variables could in isolation. There were interaction effects between

the type of environment (complex or minimal), the gain level (1.245, 1.49 and

1.98) and the amount users were asked to turn (45°, 90° and 180°). Developers

should consider how different aspects of their system could impact each other

and the users.

• Visual Cues Affect Gain Perception - the number of visual cues affected the

rate at which participants became aware of the gain. Participants who were pre-

sented with the minimal environment first became aware of the gain at a rate of

42%. In contrast, participants who were presented with the complex environ-

ment first, noticed the gain in the minimal environment at a rate of 68%. This
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suggests that while participants found it difficult to perceive gain with few vi-

sual cues, they were more sensitive to gain after they had already recognised it

in the complex environment.

• Modelling User Response - The varied response of users to rotation gain has

been noted in papers looking at the detection thresholds of rotation gain (Engel

et al., 2008; Steinicke et al., 2010; Schmitz et al., 2018). These results suggest that

not only the users perception threshold should be accounted for but also their

response to the level of gain and how much they are naturally impacted by it.

This study identified four different user groups, each of whom had a different

response to gain when analysed with k-means clustering:

– Low Response Group: 16% of participants did not respond to the gain and

simply turned as if no gain was present.

– Moderate Response Group: 37% of participants were moderately affected

by the gain when there were enough reference points in the environment.

This could be due to the multiple reference points giving participants a lot

of visual feedback about how much they were turning. They still under-

estimated how much they had turned in the virtual environment at higher

gain levels but did turn less overall as the gain increased.

– High Response Group: a further 24% of participants were highly affected

by the gain when there were plenty of reference points in the environment.

This group turned very accurately within the virtual environment, adapt-

ing easily to the different gain levels.

– All Response Group: 21% of participants were affected by the gain in both

the visually complex environment AND in the environment with only one

reference point to use to judge the rotation amount. This group had similar

scores in the complex environment to the Moderate Response Group while

responding to the gain in the minimal environment at an average rate of

1.43.
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4.5 Summary

A user study was conducted measuring the accuracy of user rotation in VR at dif-

ferent gain levels. Participants turned in a complex virtual environment with many

visual cues to help with orientation. They also turned in a minimal virtual environ-

ment which had a single visual cue. 38 participants were asked to turn 45°, 90° and

180° both CW and CCW at four different levels of gain in each of the environments.

They also turned in the physical tracking space without a headset with their eyes open

and closed.

The direction of the turn had no impact on turn behaviour. In contrast, the virtual

environment, the gain level and the turn amount all had an impact on rotation accu-

racy. When asked to turn 45° with no rotation gain, participants turned closer to 55°.

Participants were more strongly affected by gain in the complex environment com-

pared to the minimal environment where they only responded to high levels of gain.

At 1.98 gain in the complex environment users turned about 20% more virtually than

they did when no gain was present. This suggests users thought they had turned less

in the virtual environment than they actually had turned with the gain present.

There was a wide variation in how users responded to gain, similar to other re-

search in the field (Engel et al., 2008; Steinicke et al., 2010; Schmitz et al., 2018). Partic-

ipants were divided into four groups based on their style of response – 16% of users

ignored the gain, 37% mildly underestimated the gain in the complex environment

while not being effected by the gain in the minimal environment, a further 24% turned

accurately in the complex environment at all gain levels while not being effected by

gain in the minimal environment and finally 21% of users responded to the gain in

both the minimal and complex environments.

Future research directions include studying how this different response to gain

might impact user experience and accuracy when navigating a virtual environment

rather than just rotating in place, finding the number of reference points needed for

users to be impacted by the gain in a virtual environment and expanding the experi-

mental system to also measure translation and curvature gain response.
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Chapter 5

Segment Addition: A Novel

Method for Redirected Walking in

Virtual Environments

This chapter describes an implementation and exploratory user study of a novel redi-

rection technique, Segment Addition. Segment Addition takes advantage of change blind-

ness to add and remove slices in the virtual environment as the user turns. The ad-

ditional slices cause the user to turn more to reach their destination, which allows

manipulating the amount the user turns. The algorithm for Segment Addition is de-

tailed and a user study implementing the Segment Addition method is analysed that

shows the benefits of Segment Addition compared to other redirection techniques. In

the study, users found the virtual environments natural and comfortable to turn in,

even with significant additions made to the environment. Simulator sickness scores

remained lower than rotation gain based redirection techniques. Segment Addition

can be used in wide open virtual environments with few obstacles, unlike previous

methods that rely on change blindness. The potential of the method in expanding

where environment manipulation techniques can be used, as an alternative to rota-

tion gain and as a method of changing the user’s direction quickly and comfortably is

discussed.
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FIGURE 5.1: A Partial View of the Virtual Forest Environment

5.1 Introduction

This chapter describes a novel method of Environment Manipulation, Segment Addi-

tion which uses concepts from the field of redirected walking. There are two funda-

mental approaches to redirected walking: Gain Manipulation decouples the mapping

between user movement in the tracking space from movement in the virtual environ-

ment (Razzaque, Kohn, and Whitton, 2005) and Environment Manipulation changes

the virtual environment around the user to keep them within the tracking space.

Environment Manipulation changes the virtual environment and often take ad-

vantage of change blindness (Simons and Ambinder, 2005; Simons and Rensink, 2005),

where changes to a person’s surroundings remain unnoticed when they are looking

elsewhere (see Section 2.3 for more details). Elements of the environment such as

doors and walls are moved when the user is not looking, creating spaces that would

be impossible in reality (Suma et al., 2011; Vasylevska et al., 2013). Most environmen-

tal manipulation techniques use boundaries such as walls and corridors (Vasylevska

and Kaufmann, 2015) to hide the environmental changes from view (Suma et al., 2012;

Robb and Barwulor, 2021; Ciumedean et al., 2020). An experiment comparing five dif-

ferent redirected walking strategies found change blindness was the best method for
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medium and small virtual environments (Gao et al., 2022). It had the lowest simula-

tor sickness scores, the fastest walking speed, and users found it the most similar to

natural walking. Despite the improved user experience, environment manipulation

methods are limited by the kind of VEs they can be used in, as they need multiple

virtual boundaries to take advantage of change blindness.

Gain Manipulation decouples the mapping between user movement in the track-

ing space from movement in the virtual environment (Razzaque, Kohn, and Whitton,

2005). This is achieved by deliberately moving the viewport camera in the virtual

environment out of sync with user movement in the tracking space. The user uncon-

sciously changes course to stay on their expected trajectory in the VE. There are many

types of gain (see Section 2.1 for an overview), such as, rotation gain that changes the

speed of the virtual rotation - the user turns faster or slower in the virtual environment

than the tracking space. Below a certain level of gain, called the detection threshold,

the user remains unaware of the change (see Li, Steinicke, and Wang, 2022 for a sum-

mary of detection thresholds). When the user is unaware of the gain, they have better

cognitive task performance (Bruder, Lubos, and Steinicke, 2015). However occasion-

ally gains above the threshold are needed to stop the user from moving beyond the

edge of the tracking space. This can impact the user experience by causing breaks in

presence (Schmitz et al., 2018) and increase simulator sickness (Schmitz et al., 2018;

Hildebrandt et al., 2018).

Resetting uses rotation gains above the detection threshold to quickly change the

user’s facing direction in the tracking space. In small tracking spaces, resetting is com-

mon and can be disruptive to users (Peck, Fuchs, and Whitton, 2012). Gains signifi-

cantly above the threshold also contribute to simulator sickness (Rietzler et al., 2019).

See Section 2.1.2 for more details.

Segment Addition adds or subtracts pieces (called slices) to and from the environ-

ment outside the user’s field of view (FOV). The addition of slices allows the system

to control how much a user turns to reach their goal in both the tracking space and

the virtual environment. In the physical space, the direction the user is facing after the

turn is optimised to keep them within the tracking space. This technique can be used
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in wide open virtual spaces, even when few obstacles are present.

For comparison, an additional baseline technique was developed - Moving Goal-

posts. In Moving Goalposts, everything except the goal stays in the same location. The

goal is moved around the user in a circular arc. When the user reaches the goal, the

other potential goals are moved so that the relative position of all the goals remains the

same after the turn. This technique is only suitable for environments without unique

landmarks, as the user is more likely to notice the relative change in position of the

goals to the static landmarks.

In addition to detecting the changes caused by redirected walking, user experience

within the virtual environment can help determine how comfortable users are with a

redirection technique. In the user study presented in this chapter, three factors of user

experience are considered - naturalness, usability and simulator sickness.

Naturalness describes how intuitive a virtual experience feels to the user. Walking

and turning are intuitive actions to navigate a virtual environment as they are how we

navigate in the real world. One of the core benefits of redirected walking compared to

other navigation techniques, such as teleportation or joystick control, is its perceived

naturalness (Rietzler et al., 2019).

Usability describes the ease with which participants were able to apply the system,

usually in the context of a task or outcome. Usability is often measured using the

System Usability Scale (SUS) introduced by Brooke, 1996. However, it would have

been challenging to display all 10 SUS questions after each turn in this user study.

It would have overloaded participants’ attention with entering responses and would

have led to a less immersive experience. Instead, usability was condensed to a single

question similar to Rietzler et al., 2019 and described in Section 5.5.

Simulator Sickness describes how users might feel motion sick while immersed

in a VE. The exact cause of simulator sickness is unknown, however, the Sensory Mis-

match Theory is often suggested as a possible explanation (Reason, 1978; Rebenitsch

and Owen, 2016). It suggests that a conflict between sensory inputs causes users to

feel simulator sickness. In a virtual environment with gain manipulation, the eyes
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will perceive a different speed of rotation than the vestibular system. Feelings of nau-

sea or other simulator sickness symptoms can result from this sensory conflict. The

Simulator Sickness Questionnaire introduced by Kennedy et al., 1993 is a common

measure of simulator sickness that was also used in this study.

A user study was conducted to investigate the benefits and limitations of Segment

Addition in comparison to the Moving Goalposts method. Our primary objectives were

based on user perception and comfort when using the Segment Addition technique.

These objectives are described in more depth in Section 5.5.

5.2 Method

5.2.1 Graphical Overview

Tables 5.1 and 5.2 show a graphical overview of Segment Addition. The technique has

eight steps, with some potential variations. The left hand column displays a top down

view of the virtual environment which illustrates what is happening all around the

disk. The right hand side column displays a first person view of what the user sees in

the stitch disk environment. Note that the ground textures for the hidden slices have

been highlighted in bright orange for illustration purposes, usually they would be the

same texture as the rest of the grounds so that the additional slices remain subtle. The

added trees on the additional slices are unchanged and keep the colours the user will

see. Below each image set is a text explanation of the process. At the start of this text

is a number labelling the step which is referenced in Section 5.2 which explains the

algorithm used in the method.

Segment Addition can similarly remove slices when the user is meant to turn less. In

this case, instead of the hidden slices being added, default slices are removed outside

the user’s FOV. Later slices are moved over to compensate for the gaps. Once the turn

is complete, the default slices that were hidden are added back in.

There is an edge case where the user has hidden slices in their FOV at the end of

the turn, as seen in Figure 5.2. In this case, the hidden slices within the user’s FOV

stay visible. When all the slices have been shuffled over after a turn, the default slice
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TABLE 5.1: Graphical Overview of Segment Addition Steps 1-4

Top-Down View First Person View

1. A top down view of the Segment Addition environment: A. The currently facing
slice. B. The goal slice the user wants to turn towards (pink circle). C. Default slices
– these are visible by default. D. Hidden slices – these are invisible by default. The
user cannot see them until they are added to the environment. E. The current Field of
View (FOV) of the user. The user is standing at the centre of the disk and is currently
directly facing slice A. Adjacent slices are also visible within their FOV.

2. The user starts to turn. The system collects data on the slices currently within the
user’s FOV, the direction of the turn and the goal of the turn.

3. Outside the user’s FOV, hidden slices are added between the default slices. The
default slices are moved over to compensate until the goal slice is reached.

4. The slices between the goal slice and the start of the user’s FOV are rotated around
the centre point where the user is, starting from where the last additional slice was
placed. If a slice overlaps with the user’s FOV the slice is hidden.
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TABLE 5.2: Graphical Overview of Segment Addition Steps 5-8

Top-Down View First Person View

5. The user turns until the last slice in their FOV is the original facing slice, which
was in the centre of their FOV at the beginning of the turn. These slices, which are
no longer in the user’s FOV are hidden. To replace them, the slices between the goal
slice and the original facing slice are shown until one of the slices overlaps the original
facing slice.

6. The user finishes the turn by stopping their rotation while looking at the goal.

7. The hidden slices are made invisible once more.

8. The default slices that were hidden during the turn, become visible and are placed
after the last shown slice after the goal. All the slices after are turned to compensate
for the new configuration of the environment.



122 Chapter 5. Segment Addition: A Novel Method for Redirected Walking

FIGURE 5.2: Overlapping hidden slice - when a hidden slices overlaps
the user’s FOV when they complete the turn, the slice remains unhid-

den. Instead, a default slice is hidden.

becomes invisible if it overlaps the visible hidden slice. After the next turn, the hidden

slice is unlikely to be in the user FOV again and only the default slices will be shown

after the turn. The system thus corrects for this edge case in later turns.

5.2.2 The Segment Addition Algorithm

This section describes the technical implementation of the Segment Addition technique

and the potential trade-offs a developer can make in the implementation of the sys-

tem. High-level pseudo-code is provided to aid in understanding the algorithm. For

a more in depth look at the implementation, see the proof-of-concept system that was

implemented for the user study, available online on Github1. The algorithm has been

broken down into multiple steps, with each step running after the previous step of the

algorithm has finished:

1. Once the user starts turning, the number of slices that need to be added or re-

moved is calculated. This is based on the ideal facing direction of the user in the

physical tracking space after the turn is complete. This algorithm section covers

steps 1 and 2 in Table 5.1.

2. The chosen number of slices are added, until the calculated number is reached.

Any slices left between the changed slices and the goal slice are shifted round to

create a continuous arc. This section covers step 3 and 4 of Table 5.1.

1A sample implementation of the system can be found at https://github.com/chionic/Segment-
Addition-Demo
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3. Once the user turns far enough that slices that were inside their FOV are no

longer visible, these slices are hidden. In their place, slices after the goal slice are

rotated around to their final position. This section correlates to step 5 in Table

5.2.

4. Finally, once the user is facing the goal, the slices that were added to the turn

or hidden during it are brought back to their initial state and shifted so that the

relative positions of the goals remain the same. This describes Steps 6, 7 and 8 in

Table 5.2.

Once all the steps of the algorithm are complete, the algorithm repeats from the first

step. The algorithm sections below describe these steps in more detail. First, the vari-

ables are defined and tracked. The algorithm runs on an update loop, where every

frame or update (here defined by time t) the VirtPos and PhysPos position vectors are

tracked and updated.

VirtPos← position vector of the user in the virtual environment.
PhysPos← position vector of the user in the tracking space.
Visible← the set of slices currently visible in the user’s FOV.
Hidden← the set of hidden slices.
SliceList← a complete list of all the slices.
isTurn← TRUE if the user is currently turning, otherwise FALSE.
dir ← the direction of the turn (clockwise or counterclockwise).
goalDir ← the direction of the goal relative to the player.
startSlice← the slice the user is directly facing at the beginning of the turn.
f irstVis← the first slice visible to the user at the beginning of the turn.
currDir ← the direction of the current slice the user is facing relative to the player.
sliceSize← the size (in terms of its arc) of a slice.
t← the current time in the application.

Algorithm 1 Gets the number of slices to add or remove

if (delta(VirtPos(t), VirtPos(t− 1)) ≥ turnThreshold) then
OptimalDir ← f indOptimal(PhysPos(t), dir)
numSlices← selectSlices(VirtPos(t), OptimalDir, goalDir)
isTurning← TRUE

end if

Algorithm 1 runs once every time step t until a turn is started. It encompasses step

1 and step 2 of Table 5.1, deciding how many slices to add.
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turnThreshold describes the point at which the user is reported to be turning. The

turnThreshold accounts for minor variations in user movement that do not indicate

the start of a turn. It is measured as the change in yaw rotation between the previous

position vector of the user and the current one. If the change is above the threshold, a

turn is started.

f indOptimal calculates the best facing direction in the physical space after the user

has completed the turn. The ideal heuristic is the path that allows the user to avoid

any future collisions with physical boundaries for as long as possible. However, this

would require knowledge of the user’s future path to calculate effectively, adding a

predictive element to the system. Instead, the assumption was made that the user will

continue forward in the direction they are facing after they complete the rotation. In

this case, the user should ideally face in the direction where the physical obstacles are

the furthest away from them on a straight-line path. One method to approximate this

is to send out rays around the user, measuring the distance to when the ray hits an

obstacle. The longest distance is chosen as the best direction for the user to face after

turning, a similar method can be found in (Williams, Bera, and Manocha, 2021a).

selectSlices calculates the number of slices to be added or subtracted for the user

to face this optimal direction. First, the rotation required is calculated for the user to

turn from their current facing direction to face the goal. Then, the difference is found

between this turn and the ideal facing direction in the tracking space OptimalDir.

Finally, the number of slices that need to be added or removed is calculated. This is

based on the difference in turn amount divided by the size of an individual slice. See

Algorithm 2 for a pseudocode description of this process.

Algorithm 2 Adding a slice

naturalRotation← abs(goalDir− currDir)
addAmount← naturalRotation−OptimalDir
numSlices← Math.Floor(addAmount/sliceSize)

Once the number of slices is calculated, Algorithm 1 is not run again until the

turn is complete. Instead, the procedure to change the number of slices begins with

Algorithm 3.
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Algorithm 3 Adds and Removes Slices

f irstOut← outsideFOV(VirtPos(t), dir)
for slice < numSlices do

lastSlice← addRemove( f irstOut, slice, Hidden, SliceList)
currSlice← shi f tSlice(lastSlice, SliceList)

end for
currSlice← shi f tSlices(lastSlice, Visible, SliceList)

In 3, outsideFOV finds the first slice outside the user’s FOV in the direction they

are turning. This is the point where slices can start to be added and removed. This

completes step 2 in Table 5.1.

addRemove adds or removes the next slice. If adding, it takes a slice from Hidden

and places it next to f irstOut. If removing, it takes the next slice after f irstOut and

makes it invisible.

shi f tSlice tracks the position of the lastSlice, the previously added or removed

slice. It moves the slice after lastSlice to start making an arc, until the ideal number

numSlices of additional slices has been added or removed. This completes step 3 in

Table 5.1.

shi f tSlices takes the position of lastSlice, and moves all the slices after lastSlice to

make an arc until they overlap with the currently visible slices Visible. Any further

slices are hidden from view rather than shifted around. This completes step 4 in Table

5.1.

Once the slices have been shifted, the next section of the algorithm is run. This

section checks for when previously visible slices the user was facing are outside the

user’s FOV. As the slices are no longer in the user’s FOV, they are removed and the

slices after the goal slice are shifted, as shown in Step 5 of Table 5.2 and described by

Algorithm 4.

Algorithm 4 Shift Slices after Goal Slice

Visible← f indVisible()
if isVisible(startSlice, Visible) == FALSE then

hideExtra( f irstVis, startSlice, SliceList)
currSlice← shi f tSlices(currSlice, Visible, SliceList)

end if

f indVisible returns a list of all the slices that are currently visible in the user’s FOV.
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isVisible checks if a given slice is currently in the Visible slice list, and so can be

seen by the player.

hideExtra hides the input slice(s), as shown in Step 5 of Table 5.2. The slices be-

tween f irstVis (the first slice visible to the user at the beginning of the turn) and

startSlice (the slice the user was directly facing at the beginning of the turn) are hid-

den.

shi f tSlices then shuffles the slices after the goal slice to fill the space of the hidden

slices.

The final step of the algorithm, Algorithm 5, begins when the user is facing the

goal slice and has completed the turn. It is equivalent to steps 6, 7 and 8 in Table

5.2. Once complete the virtual environment and slices are rotated so that the relative

position of all the objects in the environment is the same as before the turn.

Algorithm 5 Shift slices to retain relative position of the goals

if f acing(goalDir, VirtPos(t)) then
Visible← f indVisible()
hideExtra(Hidden, SliceList)
shi f tSlices(currSlice, Visible, SliceList)
isTurning← FALSE

end if

f acing compares the facing direction of the user (based on their virtual position)

and the direction of the goal to the user. If the user is within 5° either side of the

direction of the goalDir, the user is seen as facing the goal.

Once the user is facing the goal and the turn is complete with all the slices back

in their correct positions (and hidden if they were originally in Hidden), the relative

position of the virtual obstacles and points of interest are the same as before the turn.

The relative position of the virtual obstacles to the tracking space has been re-aligned

so that the user is in a more optimal position to continue walking without having to

be reset (see step 8 in Table 5.2 for an example of the updated virtual environment).

After this, the turn is finished and the algorithm returns to its initial state of waiting

for a turn to begin as described in Algorithm 1.

In the algorithm above, additional slices are added or subtracted between existing

slices. This approach adds multiple small slices between existing ones. It allows more
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FIGURE 5.3: Steps in the Moving Goalposts Technique - 1. The user
starts a turn. 2. The goal the user is turning towards is moved away in
a circular arc. 3. When the user completes the turn, the goal they were
initially facing is moved to keep its relative position to the other goal.

familiar areas of the environment to remain among the added or removed section,

making the difference less noticeable. If the user is likely to be very aware of a slice,

perhaps because it contains a unique landmark or feature, this slice should ideally

remain as slices are removed or alternatively be part of the interleaved slices. An al-

ternative approach is to add a singular, large additional area to the environment while

the user turns. However, this might make the user more aware of the environmental

change.

The size of the slices is a trade-off between the flexibility of the system and the

computation cost of the algorithm. The system can place additional slices more easily

if there are many small slices to place them between. It also gives a more accurate

measurement of where the user’s FOV ends, creating a larger area to add slices to.

However, as the algorithm runs in real time, adding or removing too many slices in

a single step can cause the system to slow down. Large slices require less processing

power as they are treated as a single unit by the algorithm while covering a larger area.

Breaking up each step of the algorithm, so only a couple of the slices are changed in

one time step (i.e. one frame) alleviates this issue.

5.2.3 Moving Goalposts

Moving Goalposts changes the position of the goal, while keeping the rest of the en-

vironment the same. Figure 5.3 describes the process of the Moving Goalposts tech-

nique. When the user starts a turn, the goal they are turning towards is moved closer
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or further away along a circular arc. This causes the user to change how much they

turn compared to the original distance between their direction and the goal. Once they

are facing the goal, any other goals in the environment are re-positioned. The relative

position of the goals remains the same after the turn, but the rest of the environment

is offset.

In an empty environment with no other obstacles, this method would be indistin-

guishable from the Segment Addition method. However, as other objects are added,

the user will likely notice the position of the goals moving over time relative to the

rest of the objects in the environment. The user is more likely to notice this envi-

ronmental manipulation technique when there are memorable, unique objects in the

environment.

5.3 Implementation and Configuration

The initial concept for Segment Addition was first drafted in a series of pen and paper

drawings, as a process sequences similar to the one shown in Tables 5.1 and 5.2. On

paper, which could be folded and unfolded, the steps could be physically recreated.

Once the concept was clear, a software system implementing the idea was considered.

The Godot 4.1.1 game engine was chosen as it was an open-source game engine

with plug-ins such as OpenXR which could be used to build cross-platform VR appli-

cations. Based on the user comments of the previous experiment (described in Section

5.7) where participants found the large wire on the headset cumbersome with fre-

quent turning, the Meta Quest 2 headset was chosen as the initial VR platform. Since

the core of Segment Addition requires the user to turn the Quest 2 headset is ideal as it

is a stand alone system with inside out tracking and without any wires. Additionally,

unlike the turning accuracy experiment described in Chapter 4, the exact amount the

user turned would not need to be measured in Segment Addition. The current facing

direction of the user would be the primary method for determining when a turn was

complete.

Via the android debug bridge (ADB) available in Godot and a Meta developer

account, it was possible to have the Segment Addition application run natively on the
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Quest 2 HMD as an Android application. A few scenes were built in Godot with the

simplest version of the system - an empty plain of one colour where slices could easily

be added or removed. After this an, initial virtual environment for a proof-of-concept

user study was considered. A forest scene was chosen as it provided both a wide-open

space and some objects for orientation within the environment. The initial slices for

the system were created using Blender and a tree asset pack was used to create a forest

scene2.

The system adapted the Segment Addition algorithm to suit the requirements of

this user study:

• Instead of calculating the optimal turn, the turn was chosen from a list of differ-

ent addition and subtraction levels. Each level was presented to the user twice

in random order, and no addition was presented four times. This was to better

fit with the goals of the user study as it provided a predictable range of turn

amounts.

• A pilot study with 3 participants was run to ensure the method and system

worked. The turnThreshold was chosen based on the results of the pilot study.

If the threshold is too fine, then small head motions of the user are seen as be-

ginning a turn even if the user has no intention of turning. In contrast, if the

threshold is too coarse, then slow rotations are not considered rotations by the

system.

• Adjacent slices were removed when the number of slices was decreased. The

first slice outside the user’s FOV was hidden, followed by subsequent slices until

the total number of slice removals had been reached. As there were no specific

slices that held areas of interest other than the goal slice, there was no reason

to keep in-between slices from being hidden. In contrast, additional slices were

interleaved with existing slices as shown in Table 5.2.

2For further programming details, see the proof-of-concept project up on Github:
https://github.com/chionic/Segment-Addition-Demo
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The Moving Goalposts environment was a similar forest clearing with two goals

as the Segment Addition environment. However, rather than the environment expand-

ing and contracting with each turn, instead the goals were moved in a circular arc

as described in Section 5.2.3. The system was piloted with three users to fine-tune

and calibrate the point at which users’ head rotation was indicative of the beginning

head-turn.

5.4 User Study

5.4.1 System and Setup

Ethical approval for this user study was received from our university ethics board and

the study was advertised on campus. Our exclusion criteria were:

• being under 18 or over 65 years of age.

• having photosensitive epilepsy.

• experiencing severe motion sickness when travelling.

This user study presented two VEs, each containing a forest clearing with trees,

and that used either the Segment Addition or the Moving Goalposts technique. Users

were asked to turn between two goals represented by a large purple cylinder and a

blue square in the distance. In the beginning, these two goals were 180° apart. The

user begins facing one of the goal slices (Fig. 5.4a). As they turn, slices are added or

removed from the environment, outside their FOV. The user only sees the changed

trees (Fig. 5.4b). The user completes the turn by facing the other goal and a menu ap-

pears with questions about the turn (Fig. 5.4c). The environments, while graphically

similar, used the two different algorithms Segment Addition and Moving Goalposts. A

log file was created each time the virtual environment was launched, which tracked

how the user turned, their responses to the menu questions, and the state of the virtual

environment.

The environments, while graphically similar, used the two different algorithms

described in Section 5.2. In the Segment Addition environment, additional slices with
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(A) The user’s view facing the
blue goal

(B) user’s view while turning
through the environment

(C) a menu appears when the user
faces the pink goal

FIGURE 5.4: Snapshots of the User’s View of the Environment.

their own trees were placed between existing slices of the environment. The relative

position of the trees surrounding the goal remained the same. In the Moving Goalposts

environment, the trees stayed in the same position while the goals moved in an arc

around the user in steps of 11.2°.

At 0°, no addition was made to the 180° turn, while at 11.2° either a single slice was

added to the turn (Segment Addition) or the goal was moved further away in an arc of

11.2° (Moving Goalposts). At -11.2° the goal was moved closer by 11.2° or a single slice

between the two goals was removed. The maximum number of added or removed

slices was six (equivalent to 67.2°) within the experiment. This led to turns between

112.8° and 247.2° in steps of 11.2°. Table 5.3 shows a list of the number of degrees

added to expand and contract the environment.

Users went through each turn amount (-67.2° to 67.2° in steps of 11.2°) twice in

each environment, except for the 0° condition which was presented four times. The

default and hidden slices have an arc 11.2° while the goal slices have an arc of 56.0°.

The system would also work with all slices having an equal arc. However, it is more

efficient to have wider slices around the goal since the user will be able to see them at

the start and end of the turn and the goals are fixed.

In total users turned 28 times in each environment. In Segment Addition four extra

0° turns were added to the end of the turn sequence if the user had not triggered the

67.2° turn four times yet. This was done to increase the odds of the user triggering the

condition as they had to be facing the goal slice while the slice beside it was outside
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TABLE 5.3: Environment Contraction and Expansion - List of the Num-
ber of Degrees that could be added with each turn

Environment Contracted
-67.2° -56° -44.8° -33.6° -22.4° -11.2° 0°

Environment Expanded
11.2° 22.4° 33.6° 44.8° 56° 67.2°

TABLE 5.4: Partici-
pant Age

Age Percentage
18-25 48%
26-35 28%
36-45 3%
46-55 14%
56-65 3%

Prefer not to say 3%

TABLE 5.5: Partic-
ipant Previous VR

Experience

VR Experience Percentage
None 17%

Used VR once or twice 34%
Used VR a few times 31%

Regularly use/own headset 17%

their FOV.

5.4.2 Participants

In total 30 participants took part in the user study, however one participant was only

recorded for the first environment due to a logging error. Thus, data from 29 par-

ticipants was used in the analysis. Tables 5.4 and 5.5 show the age distribution and

previous VR experience of the participants.

5.4.3 Procedure

At the start of the study, participants received an information sheet and signed a con-

sent form. They completed a simulator sickness questionnaire (SSQ) as a pre-test and

then were fitted with the Meta Quest 2 headset.

The first of the two environments was started. Each virtual environment included

a grassy plain with trees and two large goals in the distance, one pink and one blue (see

Figure 5.4a and 5.4c). The participant repeatedly turned between the two goals. They

could turn in either direction (clockwise or counter-clockwise) but were instructed to

occasionally change the direction of their turn, to mitigate dizziness.

After each turn, a menu appeared asking the participant to rate their experience

of the turn, as shown in Figure 5.4c). First, the participant decided whether the turn
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felt bigger, smaller, or the same as a half turn (180°). Then the participant rated their

agreement with the following statements on a 7-point Likert scale:

1. The turn felt natural.

2. The turn was pleasant.

3. I could imagine using this rotating technique to move inside virtual worlds.

These questions are similar to those asked by (Rietzler et al., 2019). After every fifth

turn, user comfort within the environment was measured on a scale of 1 (uncomfort-

able) to 10 (very comfortable). If the participant selected 1 or 2 on the scale, the study

was stopped early.

Once the participant finished the first set of turns, they removed the headset and

completed another SSQ. A short break of at least two minutes was taken before the

user completed the second environment. Finally, the participant took off the headset

and completed an SSQ and a general questionnaire on their experiences.

Of the 29 participants in the study, 14 saw Segment Addition first, followed by Mov-

ing Goalposts. The other 15 participants saw Moving Goalposts followed by Segment

Addition. Non-parametric tests were chosen when comparing Segment Addition and

Moving Goalposts, to remove any potential confounding effects from this minor differ-

ence in group size.

5.5 Results

This section describes the user experience and response to Segment Addition. Four

research questions were considered in relation to the user study:

• RQ1. Do users notice the environmental changes induced by the Segment Addi-

tion and Moving Goalposts techniques?

• RQ2. How many slices can be added or subtracted from the environment using

Segment Addition before the user notices the change?

• RQ3. Are the users comfortable with the expansion of the environment with the

Segment Addition technique?
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TABLE 5.6: Participant Response to different turn amounts - ’Turn
Amount’ is the degrees altered from a 180° turn. ’Perfect Response’
is the ’accurate’ response - Smaller with degree subtraction and Bigger
with degree addition. ’% Accuracy SA’ and ’% Accuracy MG’ is the
percentage of users in the Segment Addition and Moving Goalposts

environments respectively who matched ’Perfect Response’.

Environment Contracted
Turn Amount -67.2° -56° -44.8° -33.6° -22.4° -11.2° 0°

Perfect Response Smaller Same
% Accuracy SA 80% 67.4% 77.1% 62.5% 50% 31.3% 50%
% Accuracy MG 97.9% 85.4% 81.3% 58.3% 41.7% 25% 51%

Environment Expanded
Turn Amount 11.2° 22.4° 33.6° 44.8° 56° 67.2°

Perfect Response Bigger
% Accuracy SA 37.5% 68.1% 79.2% 66.7% 72.9% 68.4%
% Accuracy MG 45.8% 60.4% 81.3% 81.3% 81.3% 85.4%

• RQ4. Do Moving Goalposts or Segment Addition contribute to simulator sickness

and if so, to what degree?

The first two research questions aim to highlight the user’s perception of the turn

while the latter two focus on user comfort within the virtual environment. These

questions were examined as an initial evaluation of the practical use and personal

comfort of the Segment Addition method.

5.5.1 Turn Perception

After each turn was completed by the participant, a menu inside the virtual environ-

ment asked, "Did the turn feel bigger or smaller than a half turn (180 degrees)?". Partic-

ipants could select "Bigger", "Smaller" or "The Same" as options. This Turn Perception

question was chosen to investigate RQ1 and RQ2 that relate to user turn perception.

For the Turn Perception question, in total 24 participant responses were analysed, as

five participants responses had to be excluded due to a recording error.

The "Perfect Response" row in Table 5.6 models how users would be expected to

respond to the Turn Perception question if they could perfectly identify exactly how

much they turned. This model, therefore, represents an idealised perceptual response

for a theoretical user that would not react to the intervention. That is used here as

a baseline to measure the effectiveness of the two techniques. The next two rows in
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FIGURE 5.5: The proportion of responses of ’Bigger’, ’Smaller’ or ’The
Same’ at each level of added arc to the turn in the Segment Addition

Environment

FIGURE 5.6: The proportion of responses of ’Bigger’, ’Smaller’ or ’The
Same’ at each level of added arc to the turn in the Moving Goalposts

Environment



136 Chapter 5. Segment Addition: A Novel Method for Redirected Walking

the Table 5.6 show the percentage of participants who correctly identified the turn in

the Segment Addition (% Accuracy SA) and the Moving Goalposts (% Accuracy MG)

conditions. If Segment Addition did not change how users perceived the environment,

a response similar to that modelled in the ’perfect response’ column of Table 5.6 would

be expected - where users would all reply ’smaller’ when parts of the environment had

been removed, ’bigger’ when the environment expanded and ’the same’ when nothing

was changed in the environment. Unlike the Perfect Response row, participants did

indeed respond to both techniques and they did so non-uniformly.

Based on this response, descriptive user models were created for turn perception

(Figs. 5.5 and 5.6) using polynomial equations to describe the general trend of par-

ticipants’ responses to the change in their turn amount. The R2 value in the models

describes how accurate the model is compared to the observed response of partici-

pants, with the model being more accurate the closer it is to 1. From these models, the

following conclusions are drawn:

• Small changes remain unnoticed: When only one segment (± 11.2°) was added

or subtracted in the environment, participants were more likely to describe the

turn as the same as 180° than as bigger or smaller.

• Underestimation of 180°: With Moving Goalposts, participants were more likely

to see a turn of 168.8° as the same as 180° (-11.2° and 0° conditions in box A in

Fig. 5.6). Similarly, participants were more likely to describe a 180° turn as bigger

than 180° than smaller (0° condition in box A in Figs.5.5 and 5.6). The point at

which participants are equally likely to describe a turn as bigger or smaller than

180° is when the turn is slightly smaller than 180°.

• Participants notice larger deviations: as more of an arc was added to the turn,

more participants stated the turn felt ’Bigger’ than a half turn. Similarly, as the

arc decreased, more participants stated the turn felt ’Smaller’ than a half turn in

both environments (Boxes B in Figs 5.5 and 5.6).



5.5. Results 137

5.5.2 Naturalness and Usability

The study also analysed the user experience of the environmental changes in relation

to RQ3, both before and after participants became aware of the change in turn amount.

This experience was measured by the naturalness and usability of the system and the

user’s comfort with the system.

One of the core benefits of redirected walking compared to other navigation tech-

niques, such as teleportation or joystick control, is its perceived naturalness by users

(as described by Rietzler et al., 2019). Walking and turning are intuitive actions to

navigate a virtual environment as they are how we navigate in the real world. Partici-

pants were asked to rate their agreement with the statement "The turn felt natural" on

a scale of 1 (not natural at all) to 7 (very natural). Figure 5.7a shows the mean natural-

ness of each turn. Overall, the turns received a high rating with a mean score of 5.65

for Segment Addition and 5.56 for Moving Goalposts. As the turns deviated further from

180° the mean naturalness decreased slightly.

Usability describes the ease with which participants were able to use the system.

Usability is often measured by using the System Usability Scale (SUS) introduced by

Brooke, 1996. However, it would have been challenging to display all 10 SUS ques-

tions after each turn in the virtual environment. It would have overloaded participants

attention with entering responses and would have led to a less immersive experience.

Instead, a single question was asked, "I could imagine using this rotating technique to

move inside virtual worlds" with a system usability scale from 1 (unusable) to 7 (very

easy to use). The mean usability score remained high regardless of how much was

added or subtracted to the turn, as shown in Figure 5.7b. The mean usability score

across all turn amounts was 6.05 for Segment Addition and 5.94 for Moving Goalposts.

Figures 5.7a and 5.7a show the high overall scores given to both naturalness and

usability as well as the slow decline in mean scores as the turn deviated further from

a half turn. The turn that received the highest naturalness and usability scores varied

from -22.4° to 0° between the Segment Addition (0° and -22.4°) and Moving Goalposts (-

11.2° and-11.2°) conditions. Notably, in the Moving Goalposts condition users perceived

the environment to be the most natural and useable when the amount they turned was
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(A) The mean score between 1 and 7 participants
gave to the question "The turn felt natural" at vary-

ing turn levels.

(B) The mean score participants gave to "I could
imagine using this rotating technique to move in-

side virtual worlds."

FIGURE 5.7: Naturalness and Usability scores

slightly less than 0°, at -11.2°. In contrast, participants consistently gave the lowest

scores to the addition of 67.2°.

Non-parametric Wilcoxon tests found a statistically significant difference between

the highest and lowest scores when comparing naturalness (Moving Goalposts W =

24 with approx normal distribution, z = -4.4, p < .001, Segment Addition W = 107,

p < .05). These two results suggest that perceived naturalness decreases as more

changes are made to the virtual environment. The rate of decrease is slow as even

when 67.2° was added to a turn, the average naturalness score remained high. Sim-

ilarly, for usability non-parametric Wilcoxon tests comparing the highest and lowest

scores found a statistically significant difference (Moving Goalposts W = 29.5, p < .05,

Segment Addition W = 68.5, p < .05). This is a similar trend to naturalness, where

as the number of segments increases there is a slow decline in the mean usability

scores. While there is a statistically significant difference between the highest and

lowest scores, the high overall mean scores and slow rate of decrease (all mean scores

remained above 4 on the 7-point Likert scale) suggest a large amount can be added or

subtracted to a turn while retaining high naturalness and usability using the Moving

Goalposts and Segment Addition techniques.

5.5.3 Simulator Sickness

Three measures of comfort were implemented in this user study in relation to RQ3 and

RQ4. First, participants were asked how comfortable they felt after each turn in the
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(A) Mean Comfort Scores participants gave for
each turn by the amount added to the turn, the al-
gorithm (Moving Goalposts or Segment Addition)
and the order of presentation (1 — first environ-

ment, 2 — second environment)

(B) Simulator Sickness Questionnaire scores for
before, after the first environment and after the
second environment at the end of the user study.

FIGURE 5.8: Simulator Sickness and Comfort scores

virtual environment. Secondly, participants could end the user study early once every

five turns by selecting a 1 or 2 on a 10-point scale asking about their comfort in the

environment in relation to simulator sickness. Finally, the Simulator Sickness ques-

tionnaire was used once at the beginning of the study, once after the first environment

and again at the end. The results of each of these measures are described below.

Comfort Scores per Turn

The mean comfort score for all turns was 5.5 on a possible 7-point Likert scale (1 = very

uncomfortable, 7 = very comfortable). It was analysed if there were any significant

differences between the scores based on how much was added/subtracted to the turn,

if the turn was earlier or later in the turn order, or which algorithm was used. No

statistically significant differences were found, with the mean score remaining similar

for all these factors; see Figure 5.8a for exact values.

Sickness Scores during the Virtual Turns

Every five turns participants’ were asked to rate their comfort with the environment

on a scale from 1 (very uncomfortable) to 10 (very comfortable). If the user chose 1 or

2 on the scale, the study was ended early. Of 29 participants, three chose to end the

experiment early after the 25th turn in the second environment. In two of these cases,

the participants commented on feeling tired due to holding either the controllers or
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TABLE 5.7: Simulator Sickness Mean, Standard Deviation and Standard
Error across conditions

Condition Mean St Dev St Error
Pre

Nausea 3.62 7.82 1.45
Oculomotor 4.44 11.37 2.11

Disorientation 4.8 11.93 2.21
Total 4.90 11 2.04

First Env
Nausea 9.21 10.35 1.92

Oculomotor 16.73 20 3.71
Disorientation 19.2 29.15 5.41

Total 17.02 19.83 3.68
Post

Nausea 10.2 13.23 2.46
Oculomotor 19.08 23.94 4.45

Disorientation 17.28 24.86 4.62
Total 18.06 21.97 4.08

headset up for a prolonged period of time. One participant did not comment on why

they finished early despite their previous comfort scores being high. In all three cases,

participants experienced between 2 and 5 total simulator sickness points, suggesting

they experienced slight simulator sickness by the end of the experiment.

The mean comfort score for both the Segment Addition and Moving Goalposts condi-

tions was 8.5 (Median: 9). There were only minor variations in average score depend-

ing on if the user was in the first or second environment and the turn number (e.g. 5,

10, 25 etc) the participant was scoring. This indicates that most participants were very

comfortable in both environments.

Simulator Sickness Questionnaire

The Simulator Sickness Questionnaire (SSQ) is a popular measure of participant com-

fort in virtual environments. The simulator sickness scores (including the disorienta-

tion, oculomotor, and nausea subscales) were calculated using the method described

in Kennedy et al., 1993). Figure 5.8b shows the results of the SSQ, including the mean,

median and interquartile range. Table 5.7 shows the standard deviation as suggested

by Bimberg, Weissker, and Kulik, 2020.
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Similarly to other SSQ results in the VR field, that SSQ data from this study did

not follow a normal distribution, with some participants experiencing no simulator

sickness symptoms at all while other participants experienced multiple symptoms.

As the data was not normally distributed, non-parametric tests were used.

Whether the two different algorithms were significantly different from each other

was analysed. This was done by combining all the Segment Addition condition results

and all the Moving Goalposts results and then running a paired Wilcoxon test. No sta-

tistically significant differences were found between the two algorithms (V = 149.5, p

.05). Additionally, there were no statistically significant differences between the SSQ

scores of participants after the first environment using Segment Addition compared to

after the second environment using Segment Addition (W = 124.5, p .05). Similarly,

no statistically significant difference was found for the two Moving Goalpost scenar-

ios (W = 86.5, p .05). This suggests that the algorithms used - Segment Addition and

Moving Goalposts - contributed equally to any simulator sickness experienced by par-

ticipants.

As there were no statistically significant differences between the algorithms, the

analysis instead compared Simulator Sickness before, after the first environment and

at the end of the user study. Friedman tests found no statistically significant differ-

ences in the disorientation (DoF = 2, Q = 4.34, p > .05) and nausea scales (DoF = 2,

Q = 4.67, p > .05). However there was a difference in the Oculomotor (DoF = 2, Q =

9.64, p < .001) and Total scores (DoF = 2, Q = 13.4, p < .001). The follow-up paired

Wilcoxon tests found a statistically significant difference between the questionnaire

from the beginning and the one completed at the end of the user study (Oculomotor:

V = 19.5, p < .01, Total: V = 28, p < .01), as well as between the before and after the

first environment questionnaires (Oculomotor: V = 7, p < .01, Total: V = 18.5, p <

.001).

This indicates that being inside the virtual environment increased simulator sick-

ness. However, the time spent in VR during the first environment compared to the

completion of both environments did not alter simulator sickness scores.

Comparing the mean total scores of 17.02 (after the first environment) and 18.06
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(at the end of the experiment) to simulator sickness models for redirected walking in-

troduced by Gemert et al., 2024, the simulator sickness scores in this work can be con-

sidered on the low side of the medium bracket (Low (5–15), Medium (15–30)). They

are slightly higher than the model prediction of Gemert et al., 2024 for real walking

studies (15.65 ± 0.98) and lower than the prediction for reorientation techniques such

as curvature gain and rotation gain (20.61 ± 1.48). With rotation gain, stronger gain

increases simulator sickness scores significantly and increases drop out rates among

participants (Schmitz et al., 2018; Hildebrandt et al., 2018). In contrast, the simulator

sickness scores with Segment Addition and Moving Goalposts stayed comparatively low

even when a large number of additional slices were added to the turn.

5.5.4 Participant Comments

This section is a summary of the participants’ responses to the final questionnaire

and a comparison of comments with similar content. See Appendix I for a full list of

responses.

User Preference

Participants had roughly equal preference for the two techniques (48% for Segment Ad-

dition, 38% for Moving Goalposts, 14% did not have a preference). This question relates

to RQ1 - how user’s perceived Segment Addition and Moving Goalposts. When asked

to describe their preference qualitatively, most participants described their preferred

environment as ’smoother’ and ’more natural’ or referred to the order of environment

presentation as the reason for their preference.

The most common reason for the environment preference was the order of presen-

tation. Some participants preferred the second environment because they had a better

sense of the task ("was more used to the experiment and it was quicker as a result").

Others found the first environment more engaging ("first, because it was the begin. I

had curiosity to be in the environment and do interaction").

Other participants described aspects of the virtual environment itself as influenc-

ing their preference. They described their preferred environment as ’smoother’ or
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’more natural’. Of these, half preferred Segment Addition and half Moving Goalposts. A

few (10%) participants mentioned that turns felt more like 180° in the Segment Addition

environment - "felt I turned exactly 180 degrees". Two (7%) users preferred how the

Segment Addition environment changed, as it held their attention better than Moving

Goalposts ("the second (Segment Addition) appeared to have changes in scenery on

occasion that grabbed my attention").

This suggests participants found both Segment Addition and Moving Goalposts equally

comfortable with the order of presentation being a common reason for preferring one

over the other.

Environmental Changes

Participants were asked about anything unusual they noticed inside the virtual envi-

ronments to gain further insight into RQ1 and RQ2. Almost no one could specifically

describe how the environment changed with Segment Addition. Some participants ac-

cepted the environments without further comment (38%). Environmental details un-

related to the two different algorithms were described by 24% (e.g. "the size of the

blue + the pink shapes changed", "Nothing out of the ordinary except the hands were

of different shapes"). Environment details related to the trees ("A tree I hadn’t noticed

before seemed to appear") or to the turns ("the landmark moving relative to the envi-

ronment") were commented on by 38% of participants. Only 10% of the participants

commented directly on the Segment Addition technique when describing environ-

mental details (e.g. "trees were replaced by different trees", and "appeared to have

changes in scenery"). This suggests that while participants did notice the change in

turn amount, most did not understand how the environment changed around them

with Segment Addition.

Additional Participant Comments

At the end of the questionnaire was a blank textbox for additional comments, which

48% of participants completed. Comments on the VR experience in general being
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"fun" or "interesting" were left by 24% of participants. Discomfort later in the experi-

ment due to the headset and virtual environment ("the weight of the vr headset was

noticeable") was described by 14%. Finally, 7% of participants referred back to their

experience of the tasks in the experiment providing comments such as "It’s difficult to

continuously turn on the spot without translating, especially when vision is obscured."

and "tended to prefer larger or similar turns, disliked turns that felt smaller". Finally,

one participant described the effects of the Moving Goalposts technique while perceiv-

ing that something else was going on in the Segment Addition environment, without

being able to tell what exactly was changing.

5.6 Discussion

This section reflects on the similarities between Segment Addition and similar liter-

ature, as well as, the results of this user study and the potential future directions of

Segment Addition as a technique for virtual environment adaptation.

Literature Comparison

There are several approaches that can be compared to Segment Addition within the

field of redirected walking. We do not have scope to make a quantitative comparison

between the approaches but provide a high-level commentary on the similarities here.

Environment Manipulation techniques, such as expanding rooms (Suma et al.,

2012), alter the virtual environment at run time by making use of change blindness.

This is similar to the approach used in Segment Addition which alters the environ-

ment outside the users’ field of view. Expanding rooms, and similar methods, work

well in highly occluded spaces such as indoor office environments or mazes. In con-

trast, Segment Addition excels in wide-open spaces with few occluding objects, as

shown in the user study. Thus the use case for Segment Addition differs from existing

Environment Manipulation techniques such as expanding rooms.

Virtual cell (Yu et al., 2017; Marwecki and Baudisch, 2018) approaches split a vir-

tual environment up into cells the size of the tracking space before the user ever en-

ters VR. The user must interact with a transition metaphor to move from one cell to
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the next and is deposited in the same ’spot’ in the next cell as the previous cell. Seg-

ment Addition also splits the environment into pieces, ’slices’, to aid in keeping the

user inside the tracking space. Virtual cell approaches are limited by the transition

metaphors available. For example, inside a building, a lift might deposit a user in

the same location on a higher floor than the user entered it and thus is a very natu-

ral metaphor. In contrast, birds carrying the user from one cell to the next have been

suggested as a transition metaphor out of doors. Segment Addition does not require

any such metaphor, as the change happens outside the user’s field of view at run time.

The results of the user study show that Segment Addition was rated as having high

naturalness. As a result, we believe Segment Addition can be more easily adapted to

different types of virtual environments that the virtual cell approach.

Rotation gain (first introduced by Razzaque, Kohn, and Whitton, 2005), alters how

much a user turns in the physical tracking space with the goal of keeping the user

within the bounds of the space. Similarly, Segment Addition also optimises how much

the user turns to keep them within the tracking space. Rotation gain leads to signifi-

cant increase in simulator sickness symptoms when large alterations are made to the

turn (Schmitz et al., 2018; Hildebrandt et al., 2018). In contrast, the results of the user

study show that with Segment Addition users remained comfortable even when large

changes were made to amount they turned. We hypothesise this could be due to the

fact that, unlike rotation gain, Segment Addition does not introduce a sensory mis-

match - the user turns the same amount in both the physical and virtual space. The

amount they have to turn to reach their goal in the virtual environment is altered in-

stead. After our experiments and user studies we believe that Segment Addition is

better than approach than rotation gain when large changes need to be made to a turn

as a result.

Segment Addition Applications

The following areas are described where Segment Addition could be used, based on the

results of the user study described in Section 5.5, either in combination with or instead

of alternative Redirection Techniques:
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1. Environment Manipulation for diverse virtual spaces: Environmental Manip-

ulation techniques such as impossible spaces (Ciumedean et al., 2021) and mov-

ing doors (Suma et al., 2011) have shown lower simulator sickness among users

than other redirected walking techniques (Gao et al., 2022). However, these tech-

niques require many boundaries such as walls to obscure their environmental

changes.

Segment Addition instead uses change blindness to alter the environment out-

side the user’s FOV. In relation to RQ1 and RQ2, the model described in Figure

5.5 shows how users slowly become aware of the smaller and larger turn as the

change in rotation amount deviates further from 180° (e.g. only 31.3% of user de-

scribed a turn of -168.8° as "Smaller" than 180° compared to 80% who described

a 112.8° turn as "Smaller" - see Tab 5.6 for more detail). Even once the change

was noticed by users, they continued to find the Segment Addition method natu-

ral and easy to use (RQ3) with only a slight decline in average naturalness (max

x = 5.95, min x = 5.1) and usability (max x = 6.28, min x = 5.6) scores. Addi-

tionally, while participants noticed the change in how much they turned, only

10% of participants described how the environment was altered to achieve this

within the Segment Addition environment. This suggests Segment Addition can be

used to make small adaptations to the environment without the user noticing.

It can also be used to make larger adaptations to the environment that the user

perceives while remaining both natural and comfortable.

Segment Addition was designed for wide open virtual spaces with few points

of interest such as the one in this user study. It can be used in outside spaces

between enclosed spaces where other Environment Manipulation techniques are

used. This makes it a natural addition to the set of Environmental Manipulation

techniques. For example, the game "Tea for God"3 uses impossible spaces and

limited virtual locomotion to create unique indoor spaces for the player to move

through. Incorporating Segment Addition, wide open outdoor spaces could be

3Tea for God, a virtual reality videogame that uses impossible spaces to facilitate redirected walking.
Available on Steam: https://store.steampowered.com/app/1764400/Tea_For_God/ Last Accessed:
September 5, 2025

https://store.steampowered.com/app/1764400/Tea_For_God/
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added to the system for the player to navigate as well. The user might enter

into the virtual home of a villager that uses moving doorways and expanding

rooms to direct the user around the space (Suma et al., 2011). Then when they

exit the home into the village square, Segment Addition could direct the user to

stay within the tracking space as they move between buildings. The user might

look around to find their next destination, while Segment Addition could use the

rotation to direct them towards an open area of the tracking space. As the user

enters another building, this would provide an additional opportunity to reset

the Segment Addition space while the user is not looking.

2. A Rotation Gain alternative: The number of slices added or removed to the

turn in this user study was equivalent to rotation gain levels between 0.63 and

1.37, which are above the detection threshold described by Steinicke et al., 2010.

Simulator Sickness remained similar in both Segment Addition and Moving Goal-

posts, with users giving a high comfort rating (RQ4) after each turn (x = 5.5/7)

and a high mean comfort rating for the system (x = 8.5/10). The mean Simulator

Sickness score (RQ4) after the first environment was 17.02 and after the second

environment 18.06, with no statistically significant differences between Segment

Addition and Moving Goalposts. These scores are lower than the predicted score

for reorientation techniques such as rotation and curvature gain (20.61 ± 1.48)

described by Gemert et al., 2024. The scores are slightly higher than their real

walking predictions (15.65 ± 0.98). Thus, Segment Addition is a promising alter-

native techniques to rotation gain for those prone to Simulator Sickness. How-

ever, Segment Addition needs to be expanded to account for user translation be-

fore this potential can be fully realised. Ways to introduce translation gain to

Segment Addition are discussed in Section 5.6.1.

3. When Resetting: In most resetting algorithms, the user is told to turn 360◦in

the virtual environment while their physical rotation is scaled so that they are

facing away from the physical obstacle after the turn. While there are many

resetting algorithms (see section 2.1.2 for details), most algorithms use rotation
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gains far above the detection threshold or freeze the viewport until the rotation

is complete.

Segment Addition could be used as an alternative technique to resetting in such

cases. With Segment Addition, even when users were aware of the increase in

rotation amount, they continued to find the movement natural and the virtual

environment comfortable. The sensory mismatch theory of Simulator Sickness

suggests that users feel sick when they receive conflicting input signals from

their senses – such as their vestibular, proprioceptive and visual systems. Reg-

ular gain in virtual reality introduces this sensory mismatch whereas Segment

Addition does not, leading to potentially lower simulator sickness for those sus-

ceptible to it.

A virtual environment could use gains at levels below the detection threshold

but when the user resets instead of using rotation gain, Segment Addition could

be substituted for users susceptible to simulator sickness. This means that the

redirected walking method chosen for a virtual environment could accommo-

date user preferences and needs. It could even adapt automatically to user com-

fort requirements over time based on the simulator sickness symptoms of users.

For example a system such as the one introduced by Wang et al., 2022 could

be used to automatically measure user’s simulator sickness levels in the envi-

ronment and find patterns of discomfort for the user and then adapt methods

accordingly. In this scenario, to account for the translation movement of the

user between resets, the Segment Addition technique needs to be expanded as

described in section 5.6.1 below.

4. Comfortable environments that change drastically: Participants continued to

perceive the turn as natural and usable (RQ3), and comfort scores remained

high (RQ4) throughout the different rotation levels. In total, 10% of participants

mentioned environmental changes related to Segment Addition in their comments

(RQ1, RQ2), suggesting that while users noticed the change in the size of the ro-

tation, they did not comprehend how the change took place. This is a promising
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result, as it suggests many more slices can be added without increasing simu-

lator sickness or breaking the user’s sense of naturalness. Unlike rotation gain

methods of redirecting the user, results from this user study indicate that Seg-

ment Addition could be used to quickly change the user’s direction by a large

amount while the user remains comfortable.

5.6.1 Expanding Segment Addition

The user study described in this chapter is an initial investigation of the Segment Ad-

dition technique. Within the scope of this study, the aim was to identify how users

responded to the technique to estimate its potential, especially in relation to percep-

tion and comfort. The results of this initial user study are promising and highlight

areas for more detailed investigation.

The current Segment Addition method described does not account for user transla-

tion as participants rotated repeatedly in place. As a result, the centre of the rotation

remained the same throughout the user study and slices could easily be added and

removed. However, when the user walks through the environment, additional slices

during a rotation are centred around the user which can be at any point in the space

depending on where the user is currently located. There are multiple potential imple-

mentations, which should be considered in future studies.

• Fixed Centre Points: With this method, Segment Addition would only trigger

when the user is close to a fixed centre point. These fixed centre points can be

manually implemented by the developer and scattered throughout the environ-

ment. This would allow for the crafting of additional segments based around

these fixed centre points.

• Cells: The space could be divided into cells, similar to the static environment

manipulation techniques described in section 2.3.1. The centre of rotation for the

additional slices in the environment would be the centre of the cell, instead of

being centred around the user. This would make it easier to generate slices for

an environment as the centre of rotation is known in advance when the slices are

created. Unlike fixed centre points above, the developer does not manually need
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to choose ideal spots for the user to turn when creating the software. Instead the

size of the cell dictates the centre of rotation.

• Automating slice addition: While the slices in this user study in section 5.4 were

created by hand, procedural generation (see Cogo et al., 2024; Marwecki and

Baudisch, 2018) could be used to create new slices to add to the environment

based on a set of predefined rules. In such a scenario, first all the key features

in the environment should be labelled as well as a set of rules established for

where a new slice can be added. The slice itself could either be chosen from

a preset list of slice types or procedurally generated (see Fukaya, Daylamani-

Zad, and Agius, 2025 for an overview of procedurally generating objects). The

procedural generation could use the textures and features of the surrounding

slices as a starting point. For example, a slice with the same ground texture as

the two slices on either side of it or adding an additional section to the outside

of a building to make it longer and thus align with the building on either side of

the new section.

Machine Learning methods, such as the Segment Anything Model (SAM) (Zhang

et al., 2024) could be implemented to find the ideal point at which to split the en-

vironment with minimal marking of environmental features by the developer.

The SAM method could take a snapshot of what the user sees from their view-

port in the virtual environment and then identify key features within the snap-

shot. It could suggest vertical lines to cut through the environment where there

are no key features. Once this area of the environment is outside the field of

view of the user, these vertical lines could then be used as a reference point for

where to add new slices. Alternatively, segments without key features between

two vertical lines could be removed to shorten the turn.

More studies with these potential solutions are needed to determine the efficacy of

the extended Segment Addition method.

Additionally, the system currently assumes the user is turning toward a known

goal. This will be the case in some VR applications, such as when a user is on a guided

tour in a virtual museum or walking through a panoramic video (Li and Fan, 2023).
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When the goal is known the current Segment Addition technique can be implemented.

However, to further increase the number of use cases, Segment Addition could also be

extended to situations where the user does not have a goal in mind or is otherwise

free to roam in the virtual space.

In this case, the criteria for adding or removing slices from the environment would

instead be regulated similarly to rotation gain — if the user is turning to face towards

the centre of the space or towards a more optimal direction, slices would be added

so that the user has to turn further in the desired direction. In contrast, if the user

is turning in a direction with more physical obstacles, slices would be removed to

decrease how much the user is turning. This adaptation of the method would require

slices to be shuffled around the user as they turn rather than once they reach their

goal. Additional slices could be removed as soon as they are outside the FOV of the

user and the remaining slices would be shuffled to compensate for the gaps.

Slices can be easily hidden in a stationary environment, as the next turn starts in

the same location as the previous one ended, additional slices can be hidden as soon

as they are outside the FOV of the user during the next turn. However, when the user

is moving there is a new challenge of how to remove additional slices when the fixed

point the slices are turning around has changed between one turn and the next. One

solution would be to keep the relative position of the key features in the environment

similar and treat any slices without points of interest as interchangeable. In this case,

additional slices would not need to be removed if they are inside the user’s field of

view.

5.6.2 Future Work

While this proof-of-concept implementation shows promising results, more studies

are needed to better understand the benefits and limitations of this technique. The

following areas are suggested for potential future studies:

• Introducing different virtual environments: The virtual environment in the

present study contained two specified goals surrounded by a number of trees.
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Future work should consider other environment types where no goal is spec-

ified to the user and there are more unique features in the environment, for

example a city square or a farmyard. The environmental characteristics in the

current study were static. The addition of dynamic obstacles such as car traf-

fic or animals to the scene have the potential to be used to distract the user from

changes in the environment (Peck, Fuchs, and Whitton, 2009; Williams and Peck,

2019).

• User Experience under varied conditions: In the current study, users spent

about 15 minutes turning in each of the two environment conditions - Mov-

ing Goalposts and Segment Addition. Future work should analyse the impact of

longer periods spent with the Segment Addition technique when the user is per-

forming other tasks. Especially how the shifting environment impacts users’

sense of direction and spatial orientation. The system could also be adjusted to

the user, with the types and size of additional slices being altered depending on

the comfort and preferences of individual users, similar to how rotation gain can

be adapted (Hutton et al., 2018).

• Combining Segment Addition with other techniques: A direct comparison be-

tween Segment Addition and rotation gain in the same virtual environment could

help show the benefits and drawbacks of each technique as the current exper-

iment did not compare Segment Addition with a gain based method such as ro-

tation gain. It is also theoretically possible to combine both Segment Addition

and rotation gain together for additional user redirection as the two techniques

work in very different ways. Future user studies should focus on how the use of

rotation gain in conjunction with Segment Addition impacts the user’s awareness

of the redirection techniques. Additionally, user’s orientation ability and their

comfort should be investigated.
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5.7 Summary

This chapter describes a new redirected walking technique - Segment Addition that was

first published by Krueger, Markham, and Bierig, 2024. The Segment Addition method

is described in depth with a presentation of the algorithm to aid future researchers in

reproducing the method. An initial implementation of Segment Addition was created

for this user study. It was compared with an additional method used as a baseline

technique for comparison - Moving Goalposts. This user study was conducted with 29

participants and considered four key research questions outlined in Section 5.5.

Users noticed the deviation from a half turn as the number of added slices in-

creased (RQ1), however few were able to describe how the environment changed be-

tween turns (RQ2). This could be due to a mixture of change blindness and user expec-

tation - user’s did not see the change occur, therefore were not aware of it. They also

expected the geography of the environment to remain the same and, therefore, did not

identify when it changed. Users found the turns remained natural, usable and com-

fortable even when many slices were added to the turn (RQ3). This suggests that even

turns far above the detection threshold for rotation gain could be implemented using

the Segment Addition technique, without causing a strong increase simulator sickness.

Segment Addition causes less simulator sickness than similar reorientation techniques

such as rotation gain (RQ4). Segment Addition aligns different sensory modalities -

users see themselves turning the same amount they are actually turning in the physical

space, unlike gain-based redirection techniques which introduce a sensory mismatch

that is theorised to cause simulator sickness.

Segment Addition keeps users comfortable while drastic changes are made to the

virtual environment. It is ideal for virtual environments that contain lots of wide open

space such as fields, deserts or natural environments. It can be used alongside other

redirected walking techniques or as an alternative to rotation gain for users prone to

simulator sickness.

Future studies should focus on adding user translation into the system. Three pos-

sible methods for achieving translation are suggested - using fixed points (set points

of environment expansion), cell-based division or procedural generation (automated
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environment segmentation and slice creation). Additionally, a method to expand Seg-

ment Addition to scenarios where the how much the user will turn is unknown at the

beginning is detailed. In addition to these two expansions of Segment Addition, fu-

ture work could also include studies into more varied VEs and combining Segment

Addition with other redirection techniques such as rotation gain or other environment

manipulation techniques.
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Chapter 6

Conclusion

This work investigated how redirected walking methods can be effectively imple-

mented in small tracking spaces, with a focus on providing a positive user experience.

In relation to this problem, three research questions were considered:

• How effective are existing, generalised redirected walking methods in small

tracking spaces?

• Can rotation gain be adapted into redirected walking algorithms more effec-

tively for small tracking spaces?

• Are there alternatives to rotation gain that can make better use of redirected

walking in small tracking spaces?

In relation to the first question, the literature review (see Chapter 2) outlined the

benefits and drawbacks of existing redirected walking methods. Environment manip-

ulation techniques are effective in small tracking spaces, however the layout of the

virtual environment must include plenty of obstacles such as walls and corridors to

be effective. In contrast, gain manipulation methods do not restrict the virtual envi-

ronment. However, gain-based redirection algorithms have been generally tested in

either larger tracking spaces or have seen very targetted use in small tracking spaces

where the user is restricted to a predetermined linear path. In the first user study, the

user experience of redirected walking algorithms in a small tracking space of 3.5m

×3.5m (see Chapter 3) was compared. The user study compared existing generalised

redirected walking methods where the user could walk freely within the virtual envi-

ronment and the size of the tracking space was not considered when developing the
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virtual environment. Generalised redirected walking algorithms were chosen as they

could be run on consumer grade hardware without restricting the layout of the virtual

environment. Three algorithms were compared - Reset Only (RO) reset users when

they were at the edge of the tracking space, Steer-to-Center (S2C) incorporated gain

to move the user towards the center of the tracking space and Alignment-Based Redi-

rection Controller (ARC) implemented gain to improve the alignment of the physical

space and the virtual environment so that users could avoid bumping into physical

obstacles by avoiding virtual obstacles.

Participants preferred the algorithm that redirected them the least (RO), despite

it causing more resets than ARC. The performance of S2C was very similar to RO.

Additionally, ARC’s performance varied depending on the local similarity between

the physical and virtual environments. Participants also noted aspects of the hardware

(such as the wire on the HMD and tracking space size) and software (the number of

resets) having a negative impact on their user experience.

Redirected walking gain below the detection threshold was shown to have min-

imal benefit in small tracking spaces based on this user study. Developers should

consider user comfort with VR and redirection when building applications. Devel-

opers could try implementing alternative redirection strategies to generalised redi-

rected walking algorithms in small tracking spaces. For example, using environment

manipulation techniques or relying more on resetting as users preferred the simple,

overt redirection of resetting. Based on the conclusions of this user study in relation

to research question 1 on the effectiveness of redirected walking algorithms in small

tracking spaces, alternative methods were sought to improve the efficacy of redirected

walking in small tracking spaces.

Based on the results of the first user study, the second research question was formu-

lated which considered how rotation gain could be adapted for use in smaller tracking

spaces. In the second user study of rotation accuracy under different rotation gain

conditions (see chapter 4), participants turned in a complex virtual environment with

many visual cues and in a minimal virtual environment with a single visual cue. The
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direction of the turn had no impact on turn behaviour. In contrast, the number of vi-

sual cues in the virtual environment, the gain level and the turn amount all impacted

rotation accuracy. Participants only responded to higher levels of gain in the environ-

ment with a singular visual cue and were less likely to notice the gain if the singular

visual cue environment was presented first. In contrast, participants were affected by

gain at lower levels in the environment with lots of visual cues. At the highest gain

level in the high cue environment users turned about 20% more virtually than they

did when no gain was present.

There was a wide variation in how users responded to gain, similar to other studies

in the field (Engel et al., 2008; Steinicke et al., 2010; Schmitz et al., 2018). Participants

were divided into four groups based on their style of response – the low response

group (16%) ignored the gain, the moderate response group (37%) mildly underesti-

mated the gain in the high cue environment while not being effected by the gain in the

single cue environment, the high response group (24%) turned accurately in the high

cue environment at all gain levels while not being effected by gain in the single cue

environment and the all response group (21%) were effected by the gain under both

environment conditions. These four response groups should be considered in future

predictive and learning based redirected walking algorithms. Especially when rota-

tion gain levels above the detection threshold are used to increase the effectiveness of

the predictive algorithm in small tracking spaces or during resetting. The impact that

the number of visual cues in the environment have on user awareness of rotation gain

should also be accounted for.

A potential future direction would be to expand the experimental system to mea-

sure translation and curvature gain. The impact on turning accuracy and user experi-

ence of the different response types to gain while navigating in a virtual environment

could then be measured. An open research question is the number of reference points

needed in a virtual environment for users to be impacted by the gain and how other

environmental features (lighting, visual complexity) impact this perception.

While the results of the previous study show how rotation gain could be adapted to
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suit smaller tracking spaces, how much rotation gain can be added to a turn is still lim-

ited as strong rotation gain can lead to increased simulator sickness. Based on these

results, the third and final research question considers alternatives to rotation gain.

To this end, Segment Addition, a novel method for redirected walking in virtual

environments was created (see chapter 5). With Segment Addition, the virtual envi-

ronment around the user is expanded or contracted as they rotate so that they have

to turn a different amount to reach their goal. This allows the system to manipulate

the direction the user is facing in the tracking space after the turn. An initial proof-of-

concept implementation was built and a user study with the system was conducted to

find the efficacy of the method.

Participants in the user study noticed they were deviating from the expected turn

as the size of the changes to the virtual environment increased. However, few were

able to describe how the environment changed. The turns remained natural, usable

and comfortable for participants even when many additions were made to the turn.

This suggests that even turns far above the detection threshold for rotation gain could

be implemented using the Segment Addition technique without causing a strong in-

crease simulator sickness.

Based on these findings, potential use cases for Segment Addition are suggested.

Segment Addition is ideal for wide open virtual environments such as fields, deserts

or natural environments as it alters the environment outside the user’s field of view.

Segment Addition keeps users comfortable while drastic changes are made to the vir-

tual environment. It can be used alongside other redirected walking techniques such

as impossible spaces or as an alternative to rotation gain for users prone to simulator

sickness.

As the results of the initial user study showed promising results for this new tech-

nique, there are many possible avenues for future research related to Segment Ad-

dition. In the initial implementation, users turned in place, as such future studies

should focus on adding translation to the system. Three methods are suggested for

how this could be achieved: fixed points, cell-based division or procedural genera-

tion. A method to expand Segment Addition to scenarios where users are turning
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an unknown amount is also described. Future work could also look at Segment Addi-

tion’s performance in varied virtual environments and when it is combined with other

redirection techniques.

6.0.1 Avenues for Future Work

This section briefly outlines different potential avenues for future work based on the

results of the studies described in this thesis.

Movement Accuracy Expansion and Implementation: In Chapter 4 a system for

measuring the accuracy of user rotation was designed and implemented. A user study

based on this system found disparate user profiles in response to different levels of

rotation gain under various environment conditions. While the results of this initial

study can be used to more accurately predict user rotation behaviour, other aspects of

user locomotion were not considered within the scope of the study.

This system could be expanded to include other types of gain (e.g. translation, cur-

vature, bending) and additional environment conditions (e.g. different visual fidelity

levels, lighting, outdoor scenes, scenes with moving obstacles) to create an in-depth

test platform for Locomotion Behaviour User Studies. Features such as in-VR survey

questions and cross-platform VR support could be used to create in-depth user be-

haviour profiles. The survey question results could be stored in the log files, which

could help gain insight into user experience. Meanwhile, cross-platform VR support

would allow for a direct comparison between user behaviour with different VR head-

sets.

With this expanded testing platform, a number of user studies into Locomotion Be-

haviour could be run. Once complete, the results of these studies could be integrated

into an existing predictive redirected walking algorithm. Alternatively, a new predic-

tive or machine learning algorithm could integrate the results of these user studies to

more accurately predict the future locomotion behaviour of users.

Introducing translation into the Segment Addition technique: In Chapter 5 a

new redirected walking technique was introduced - Segment Addition. Segment Ad-

dition expands the types of virtual spaces that Environment Manipulation techniques
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can be used in. It uses a novel technique of adding slices to the virtual environment

to change the amount the user turns virtually, and thus physically. An initial proof-of-

concept implementation of Segment Addition showed that users found the technique

natural, usable, and comfortable, even when large changes were made to the virtual

environment.

Segment Addition is a promising new technique, however it needs to be expanded

upon to be integrated into diverse virtual environments. The system could be ex-

panded to account for user translation, as the current proof-of-concept implementa-

tion of Segment Addition does not account for it. Three methods for how this could

theoretically be achieved are outlined in 5.6.1. The implementation of Segment Addi-

tion within the system could also be optimised using threads to spread the calculation

of slice movement evenly across multiple frames. This optimisation could also be

used to increase the flexibility of the system by more easily integrating turns that do

not have a distinct goal/stopping point.

Once these alterations have been made, a demo system of Segment Addition along-

side other Environment Manipulation techniques could be built to show the full capa-

bilities of Segment Addition. An in depth comparison between this demo system and

existing redirected walking algorithms such as S2C or ARC could then be run to find

the ideal use case for Segment Addition.

Expanding Segmentation Techniques for redirected walking: The segmentation

of virtual environments involves breaking the virtual space into parts that can then be

better adapted to fit the tracking space of a user. Static methods of segmentation are

reviewed in Section 2.3.1 and a new technique that introduces dynamic segmentation,

Segment Addition, is introduced in Chapter 5. Future work could consider where or

how else dynamic segmentation can be used to improve redirected walking.

For example, where Segment Addition uses additional slices to change the amount

the user turns, the slices themselves could also be dynamically altered. Perhaps the

width of each slice is stretched by 20% to have the user turn further within the tracking

space. To keep this change subtle, the features on the slice should ideally keep the

same width and height proportions as before but be moved apart to account for the
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widened slice.

Alternatively, the virtual environment itself could be procedurally generated out

of segments that redirected the user in a desired way. The user might walk from an

open area into a small room to allow the outdoor space to reset easily while keeping

the user inside the tracking space. Or the user might happen upon an area of interest

which includes a new interaction possibility (eg an npc) that happens to lead them

towards the centre (or other ideal location) in the tracking space. These new segmen-

tation approaches could then be implemented alongside existing redirected walking

techniques to leverage the most room out of every tracking space.
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Appendix A

Simulator Sickness Questionnaire
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FIGURE A.1: A copy of the Simulator Sickness Questionnaire partici-
pants in the Redirected Walking in Small Tracking Spaces (see Chapter

3) and Segment Addition (see Chapter 5) received to complete.
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Appendix B

Redirected Walking in Small

Tracking Spaces - Participant

Questionnaire
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FIGURE B.1: Participant Questionnaire on Usability and Environment
Preference - a copy of the questionnaire participants filled out after
completing the three virtual environments containing the ARC, S2C
and Reset Only algorithms. The System Usability Scale (SUS) measures

how easy users found the system to use.
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Appendix C

Redirected Walking in Small

Tracking Spaces - Participant

Responses
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TABLE C.1: Additional Comments from participants at the end of the
user study

Participant Comments
open to trying more vr games etc, it was a fun experience
There was a strong sense I could walk into a wall as I did not know where in the real
room I was more space to move
movement felt mostly consistent, but position of environment and eg the controllers
seemed to drift on occasion
learned a lot about my ability to orient in environments
Spinning feature was interesting, I could not tell I was walking in a different direction.
In level 3 the world did not seem to follow the movement of my head as smoothly as
the other levels, it contributed to the dizzy sensation
I was a little dizzy on the last one
there was input lag for turning in level 3. Any game requiring spinning in place needs
to account for power lead.
Felt afraid to move due to the wire as the system didn’t estimate that I guess
handling the wire during the game was a bit difficult I felt more comfortable with the
second environment.
There was no directional arrows but I had right information to move. The third en-
vironment has more information about direction but it sometimes showed different
direction than where the ball was. I was confused in the 3rd game then.
learned a lot about my ability to orient in environments
There was a small amount of jitter in the games. Also in some (especially the 2nd turn-
ing game in the office) had a little delay or lurch of motion blur that made orientation
feel off
the last level was stopped a few seconds early due to jitter
if less glitches were to occur, I believe it could be a great game to train your reflexes,
memory and decision making
I enjoyed the last level (S2C) the most as it challenged my perception
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Appendix D

Rotation Accuracy - Mean and

Standard Error of turns under

different rotation conditions

The table D.1 shows the average mean and standard error amount user turned under

each of the different rotation conditions.
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TABLE D.1: Mean and Standard Error of Rotation at different Gain Lev-
els

Condition Real
Environment Turn Gain

1 1.245 1.49 1.98

Minimal 180 163.45±2.9 162.53±2.89 157.68±2.78 150.69±2.22
Complex 180 176.81± 2.94 145.82±2.48 132.85±2.94 110.15±3.18
Open 180 169.4±1.27 - - -
Closed 180 166.9±1.36 - - -

Minimal 90 93.27±1.57 91.7±1.93 88.22±1.73 76.8±1.73
Complex 90 91.13±2.16 82.9±2.27 73.53±2.45 56±1.47
Open 90 98.71±2.38 - - -
Closed 90 93.63±1.53 - - -

Minimal 45 56.34±1.71 56.07±2.26 52.57±2.24 47.24±1.98
Complex 45 56.76±2.14 49.66±1.91 42.48±1.51 34.41±1.64
Open 45 56.82±1.65 - - -
Closed 45 53.7±1.34 - - -

Condition Virtual
Environment Turn Gain

1 1.245 1.49 1.98
Minimal 180 163.86±3.6 202.33±3.6 235.6±3.81 298.77±4.4
Complex 180 176.81±2.94 180.41±3.69 197.96±4.38 218.14±6.34
Open 180 - - - -
Closed 180 - - - -

Minimal 90 93.27±1.57 114.15±2.41 130.83±2.52 151.04±3.31
Complex 90 91.13±2.16 103.2±2.82 109.3±3.54 111.24±2.96
Open 90 - - - -
Closed 90 - - - -

Minimal 45 56.34±1.71 69.79±2.82 78.29±3.34 93.49±3.91
Complex 45 56.76±2.14 61.83±2.37 63.31±2.25 68.1±3.23
Open 45 - - - -
Closed 45 - - - -
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Appendix E

Rotation Accuracy - Interaction

Factors Results using Linear Mixed

Models

The table E.1 shows the statistical significance of the interaction effects between the

different factors described in the turning accuracy user study. The factors and full

model are described in section 4.4.5.

The table E.1 compares the accuracy of the full model to a set of smaller models

that contain only the factors listed in the ’Effect’ column. The ’Constant Factor’ column

describes when a single factor was held constant (ie only took one value from its set of

possible values) to test if interaction effects existed under that specific factor condition.

The ’npar’ column describes the difference in the number of parameters between the

full model and the smaller model being compared. The ’LRT’ column describes the

result of a likelihood ratio test between the two models. The ’Pr(Chi)’ describes the

test statistic of the Likelihood Ratio Test which follows a Chi distribution. The * show

statistical significance with *= .05, **=.01, ***=.001.
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TABLE E.1: Statistical Significance of Interaction Effects between the
Factors in the User Study

Effect Constant Factor npar LRT Pr(Chi) *
R_turn:Gain:Env 6 59.383 6.01E-11 ***

R_turn:Gain 6 73.271 8.71E-14 ***
R_turn:Env 2 22.165 1.54E-05 ***

gain:Env 3 140.399 <2E-16 ***
Direction 1 0.51 0.4768

R_turn 2 768.84 <2E-16 ***
Gain 3 419.67 <2E-16 ***
Env 1 169.57 <2E-16 ***

R_turn:Env Gain 1 2 14.2995 7.85E-04 ***
R_turn:Env Gain 1.245 2 6.6083 0.03673 *
R_turn:Env Gain 1.49 2 14.2741 0.0007951 ***
R_turn:Env Gain 1.98 2 52.43 4.12E-12 ***
R_turn:Gain Env Complex 6 128.313 <2E-16 ***
R_turn:Gain Env Minimal 6 4.6182 0.5936

Gain:Env R_turn 45 3 18.7725 0.0003047 ***
Gain:Env R_turn 90 3 29.9532 1.41E-06 ***
Gain:Env R_turn 180 3 101.67 <2E-16 ***
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Appendix F

Rotation Accuracy - Significant

Wilcoxon Test Results

The table below shows the results of Wilcoxon tests using the Bonferroni correction

to compare if two conditions were statistically significant after a positive Friedman

test. Note that within the graph an ’X’ marks a test condition as not being run either

because it is being compared to itself (eg Complex/Complex) or a version of it was

already run (eg Complex/Closed is empty because Closed/Complex was run).
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TABLE F.1: A table presenting the results of Wilcoxon comparison tests
when a Friedman test showed there were significant differences be-

tween some elements of the group.

Turn Amount Gain Environment Minimal Complex Closed
45 1.245 Complex 0.363 X X
45 1.245 Closed 1 0.037 X
45 1.245 Open 1 0.034 1
45 1.49 Complex 0.03549 X X
45 1.49 Closed 1 0.00011 X
45 1.49 Open 0.54048 2.3e-05 1
45 1.98 Complex 0.00029 X X
45 1.98 Closed 0.04047 8.4e-08 X
45 1.98 Open 0.01359 3.4e-08 1

90 1.245 Complex 0.0881 X X
90 1.245 Closed 1 0.0067 X
90 1.245 Open 0.6496 0.0015 1
90 1.49 Complex 0.00012 X X
90 1.49 Closed 0.15318 1.5e-06 X
90 1.49 Open 0.02906 5.3e-07 1
90 1.98 Complex 4.2e-10 X X
90 1.98 Closed 5.4e-08 1.9e-12 X
90 1.98 Open 1.6e-08 1.8e-12 1

180 1 Complex 0.0355 X X
180 1 Closed 1 0.0012 X
180 1 Open 1 0.0105 1
180 1.245 Complex 0.0016 X X
180 1.245 Closed 1 1.5e-07 X
180 1.245 Open 0.5433 3.5e-08 1
180 1.49 Complex 6.7e-08 X X
180 1.49 Closed 0.0217 7.3e-09 X
180 1.49 Open 0.0012 3.8e-09 1
180 1.98 Complex 9.0e-09 X X
180 1.98 Closed 1.1e-05 4.5e-10 X
180 1.98 Open 1.5e-06 1.6e-10 1
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Appendix G

Rotation Accuracy - Participant

Questionnaire
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FIGURE G.1: Participant Questionnaire on Gain Perception - a copy of
the questionnaire participants filled out after completing each of the
two virtual environment conditions, Minimal and Complex. Partici-
pants were asked the questions orally while the experimenter filled in

the responses.
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Appendix H

Segment Addition - Participant

Questionnaire
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FIGURE H.1: Participant Questionnaire after the participant had com-
pleted the Segment Addition and Moving Goalposts environments - a
copy of the questionnaire participants filled out after completing each

of the two virtual environment conditions.
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Appendix I

Segment Addition - Complete List

of Comments

A complete list of comments from participants, sorted by the question they were re-

sponding to and roughly by topic. One participant’s comments have been bolded, and

another italicised - in each case this is to show it is the same participant across all three

responses.
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TABLE I.1: Segment Addition - Additional Comments

Pref Order Comment
- - good first experience with vr
- - It was interesting

SA 2 I enjoyed the experience of being a participant
MG 1 it was enjoyable and I never felt really uncomfortable
SA 1 it was fun

SA 1
nothing in particular other than that I like the idea of VR games and
immersing yourself in an environment like that. Thanks for the op-
portunity.

SA 2 this was fun!

MG 2
I am prone to migraines and have noticed mild eye strain and
headache after the second use.

SA 1
the weight of the vr headset was noticeable, there were some frame
rate issue for a second and some pixel issues with the trees.

SA 2
While I did not feel particularly ill after the experiment, I think
I might have had a few more symptoms if it had gone on longer,
especially based on previous VR experiences.

MG 1
I enjoyed and interacted more comfortable when I started but later
headset and many turns made it a bit of a hard thing to keep doing.

SA 2

I paid particular attention to the trees in the second environment which
I did not do in the first. I did not get the impression that the trees were
moving however I could see the landmarks didn’t move relative to the trees
which confused me. Furthermore towards the end of the second experiment
I believe the landmark shifted slightly in front of me and at the same time
I thought I saw a gap in the trees but I am unclear of the details of what I
saw.

SA 2
It’s difficult to continuously turn on the spot without translating, es-
pecially when vision is obscured

MG 2
tended to prefer larger or similar turns, disliked turns that felt
smaller
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TABLE I.2: Segment Addition - Preferred Environment and Why Part 1

Pref Order Comment
- - -
- - No Preference
- - didn’t notice a difference from an environment point of view
- - No preference, thought they were both the same

MG 1 No real strong preference either way

MG 2
having never used VR before I felt more comfortable in the second one
(Moving Goalposts). Better understanding of what was going on. The nav-
igation felt more natural and comfortable in the second.

MG 2 more used to what I was doing and the environments

MG 2
it felt smoother but I may just have gotten used to it from the first environ-
ment

MG 2 was more used to the experiment and it was quicker as a result

MG 1

first (Moving Goalposts), because it was the begin. I had curiosity to be
in the environment and do interaction. Once I started to feel heavy on the
head and became used to the environment, it was more like the routine to
do same or at least felt the same.

SA 1
because by the time we are doing the second (Moving Goalposts) the hands
are tired from holding controllers.

SA 1

with the environment, both were the same to me but after standing and
moving a while, it was a lot more difficult to maintain myself. Starting off
fresh with the first (Segment Addition), there was a desire to explore a bit
when turning.

SA 2
although the environments seemed the same, I wasn’t wearing my glasses
inside the headset. Not wearing my glasses made the experience more
pleasant.

MG 1
I was more ’comfortable’ the first time (Moving Goalposts), the second time
was weirder, I felt that something was off.

MG 1
haven’t noticed too much of a difference but there were occasional uncom-
fortable turns in both, more frequent in the 2nd (Segment Addition)

SA 1 look like more open, with vision field bigger
SA 1 felt better and more orientated, didn’t end abruptly

SA 1
It (Segment Addition) seemed more responsive. When I turned the menu
box would appear immediately. In the 2nd (Moving Goalposts) environ-
ment it took a few seconds to appear on some turns.

MG 2 it felt more natural
MG 1 turns felt less jarring
MG 2 the turning in the second environment (Moving Goalposts) was better

SA 2
The second (Segment Addition) felt more predictable for moving, maybe
because it felt smoother, but difference was subtle.

SA 2
it (Segment Addition) felt slightly smoother, the headset was also less
blurry

SA 2 it (Segment Addition) felt smoother to navigate
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TABLE I.3: Segment Addition - Preferred Environment and Why Part 2

Pref Order Comment
SA 2 There were more times at the end it felt I turned exactly 180 degrees
SA 2 the turns seemed more true to 180 degrees on average

SA 1
I felt like I had to turn less. When I did turn, it was generally 180 degrees
or less

SA 2
I didn’t notice major differences, but the second (Segment Addition) ap-
peared to have changes in scenery on occasion that grabbed my attention

SA 2

The second environment (Segment Addition) was more interesting. I enjoyed the
first (Moving Goalposts) but the repetition of it made it less interesting. After
the first quarter/third I felt I understood what was happening. The second one
(Segment Addition) on the other hand is not same.

TABLE I.4: Segment Addition - Did you notice anything unusual in the
virtual environments? Part 1

Pref Order Comment
- - No
- - no
- - no nothing

MG 2 no
MG 1 no
MG 2 no
MG 1 No
SA 1 no
SA 1 nope, just some blue box and pink cylinders
SA 2 Nope (maybe horizontal line as if a mirror - probs from lenses)
SA 1 -
- - menus didn’t always appear

MG 2
a grid appeared briefly in the first environment (Segment Addition) note:
this refers to the boundary grid shown on the meta quest when the user
is near the edge of the tracking area)

MG 2 the size of the blue + the pink shapes changed.

MG 1
no, but maybe the questions box (note: menu) sometime look bigger, the
second time (Segment Addition) the first time (Moving Goalposts) no.

SA 1
Nothing in particular apart from the trees and their vertices. While for
the most part they seemed mono-coloured and shading, some trees had
some patterns on a particular face.

SA 1
Nothing out of the ordinary except the hands were of different shapes.
The first (Segment Addition) was a spherical/hockey shaped the second
was cylinder like (Moving Goalposts)

SA 2 white outlines on trees in the second experiment (Segment Addition)
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TABLE I.5: Segment Addition - Did you notice anything unusual in the
virtual environments? Part 2

Pref Order Comment
MG 1 some turns it felt choppy, or as if the trees were slightly teleporting

MG 1
In the 2nd one (Segment Addition), some turns were more bigger than in
the 1st one (Moving Goalposts). This is how I felt.

MG 2

1.when I first put the headset on in the second there seemed to be a glitch
where the second/middle frame didn’t move but the frames above and
below did. This resolved after reset, 2. there were a few times when
the block seemed further than I was expecting it to be and I felt a little
surprised at the distance/turn/

SA 1 The shapes became curved in both on some turns

SA 2
In the first (Moving Goalposts), the forest was causing some disorienta-
tion

SA 2
The trees seemed to get bigger towards the end of the second environ-
ment (Segment Addition). A tree I hadn’t noticed before seemed to ap-
pear.

SA 2
At one stage in environment two (Segment Addition), I noticed some of
the trees were replaced by different trees

SA 2 I think the trees may have been turning differently to the blocks

SA 2

In the first one (Moving Goalposts) the distance between the landmarks seemed
to change slightly each time although it took a while for my brain to process this.
In the second one (Segment Addition), I has a similar impression although to a
lesser extent where I was much less sure the "landmark" was moving.

SA 2
In the second one (Segment Addition), the pattern of the trees seemed
to change. If the first one (Moving Goalposts) did so, the second did it
much more regularly

MG 2
In the second environment (Moving Goalposts) I noticed what I thought
was the landmark moving relative to the environment which I hadn’t
noticed in the first (Segment Addition).
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