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Abstract— This paper introduces a novel method to causally
satisfy hard position and velocity constraints in wave energy
systems. The constraint mechanism is simple to implement,
computationally efficient, and does not require complex tuning
or optimisation techniques. The proposed strategy handles
system constraints by modulating a velocity reference with a
Gaussian-like envelope function that depends on both position
and velocity, which results in nonlinear closed-loop dynamics.
In this context, this paper focuses on the stability of the
constrained closed-loop dynamics, and it is proven that, for a
set of initial conditions within the constraint region, the system
trajectories remain within the prescribed limits. Finally, in-
silico evaluations demonstrate that the Gaussian-like function
effectively guarantees compliance with system constraints and
is broadly applicable to wave energy systems.

I. INTRODUCTION

Wave energy control strategies may be broadly divided
into two categories: Optimisation-based (OB) and non-OB
(!OB) strategies [1]. OB control provides constrained energy-
maximizing solutions by resorting to numerical routines.
However, the effectiveness of OB controllers depends on
the WEC model precision and robust OB control exhibits
marginal advantage in terms of energy absorption [1]. Ad-
ditionally, for solutions close to the constraint limits, OB
methods can become computationally intractable and, in
practice, not implementable [2][3].

In contrast, !OB control strategies do not rely on numerical
routines and provide (suboptimal) real-time implementable
solutions [4]. Although !OB strategies represent an attractive
alternative to implementing real-time control of wave energy
converters (WECs), none of the existing !OB strategies
can efficiently handle position and velocity constraints, as
thoroughly detailed in [4]. It is worth noting that add-on
techniques (as in [5][6][7]) could be used to handle (only)
position constraints.

Symphony, a recently emerged !OB controller [8], presents
a novel method to handle both position and velocity con-
straints. The advantages of the proposed constraint method
include a low computational burden, simplicity of use and
implementation, and, fundamentally, independence of the
WEC model with close-to-optimal performance in terms
of power absorption (see [8]). However, the method is
based on modulating a velocity reference with a Gaussian
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envelope function, which results in nonlinear closed-loop
dynamics. Specifically, the position dynamics are governed
by an Implicit Gaussian Differential Equation (IGDE). In this
context, the goal of this paper is to assess the closed-loop
stability of the resultant IGDE of Symphony, which proves
essential for the application of the constraint mechanism.

In order to solve the IGDE stability problem, first, it
is proven that, for a set of initial conditions inside the
constraints region, Rc, the system trajectories remain inside
Rc. Second, assuming the excitation force belongs to a
class of periodic functions with zero mean, the existence
and stability of a limit cycle is numerically evaluated via
Poincaré maps. Importantly, although the panchromatic case
is not formally analysed in this paper, an extrapolation of the
results could be made by resorting to, for instance, [9].

The remainder of this paper is organised as follows. First,
the problem formulation is presented in Section II. In Section
III the stability analysis is conducted. Then, a numerical
example based on WECs is presented in Section IV. Finally,
conclusions are drawn in Section V.

II. PROBLEM FORMULATION

Consider the normalized one-degree-of-freedom WEC dy-
namics under external excitation:

Σw :

$

’

&

’

%

9z “ v,

9v “ ´z ´ v ´ hq ` fu ` fe,

9q “ Fq ` gv,

(1a)
(1b)
(1c)

where z P R is the body position, v P R is the velocity,
q P Rr are the radiation states, with the triple (F,g,h) being
passive [10], fe : R Ñ R is a normalized external force
with zero mean value and fu : R Ñ R is the control force.
Additionally, assume system (1) is subject to position and
velocity constraints:

|z|{zM ă 1 and |v|{vM ă 1, (2)

with zM , vM P R`. In a vast majority of the existing litera-
ture, the WEC control problem is associated with maximising
a cost function over a time interval T P R`, subject to system
constraints as [11]:

fu “ argmax
fu

tJT pfuqu,

s.t.
System dynamics (1),
Constraints (2),

(3)

where fu is designed to maximise the cost function JT pfuq,
typically associated with useful energy. Typically, to solve
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problem (3), !OB controllers provide an unconstrained ref-
erence v̄, which is then suboptimally altered to comply
with system constraints using auxiliary mechanisms. The
constraint mechanism analysed in this paper (preliminarily
presented in Symphony) operates by modulating v̄ :“ k0 ¨ f̂e,
(with f̂e being an estimation of the excitation force and
k0 P R` a design parameter) with a Gaussian-like enve-
lope. Specifically, assuming system (1) is controlled with a
sufficiently robust tracking controller, the modulated velocity
reference, v˚, is defined as:

v˚ ” 9z “

ˆ

e1´αpz, 9zq ´ 1

e1 ´ 1

˙

¨ k0 f̂e
loooooooooooooomoooooooooooooon

F pf̂e,z, 9zq

“ gpz, 9zq ¨ k0 f̂e, (4)

with:
αpz, 9zq “ z2 ` 9z2 ` z 9z. (5)

Notably, the modulating envelope gpz, 9zq, in (4), can be
employed with any !OB control that provides v̄. In the
following, f̂e :“ fe, vM “ zM “ 1, and k0 “ 1 are assumed,
since neither variable affects the IGDE stability analysis.

The main goal of this paper is to prove that v˚, in (4), can
be used as a velocity reference to satisfy constraints (2) @t
robustly. Specifically, considering the standing assumptions:
(H1) feptq is a smooth bounded function of time, with

|feptq| ď A ă 8,
(H2) feptq is a periodic function with zero mean,
(H3) Any given set of initial conditions z0 “ rz0 9z0s P R2

satisfies αpz0, 9z0q ă 1,
it is proven that the ellipse equation defined by:

αpz, 9zq “ 1, (6)

acts as a boundary surface for the operational space of the
WEC position and velocity, i.e., a limit region that both z
and 9z cannot surpass.

III. STABILITY STUDY OF THE NONLINEAR IGDE

In this section, the stability analysis for IGDE (4) is con-
ducted considering (H1)–(H3). First, a preliminary analysis
is conducted in Subsection III-A. In Subsection III-B, it is
established that both position and velocity remain within an
invariance region enclosed by (6), ensuring compliance with
the system constraints. Next, in Subsection III-C, it is proved,
through Poincaré map analysis, that under a periodic fe, the
system exhibits bounded periodic oscillations.

A. Preliminary analysis

This section presents a preliminary conceptual analysis of
(4). First, note that gpz, 9zq ą 0, @z P Rz “ tz P R2 :
αpz, 9zq ă 1u, where z “ rz 9zs⊺. Also, due to the algebraic
dependency between fe, z, and 9z in (4), the possible system
trajectories and initial conditions are limited. For instance,
for a given fe and z, the velocity 9z is unequivocally deter-
mined.

Importantly, note that as αpz, 9zq Ñ 1, gpz, 9zq Ñ 0,
diminishing v˚. Hence, it is expected that every possible

trajectory is limited by the ellipse (6). In fact, it is possible
to conduct a preliminary limit evaluation using:

1
?
2
feptq “

1
?
2

9z

gpz, 9zq
:“ V 1{2pz, 9zq, (7)

and taking the limit:

lim
αpz, 9zqÑ1

V 1{2pz, 9zq Ñ 8. (8)

Thus, only with a force tending to infinity the system
trajectories reach the ellipse limits. Two important points in
the plane are: z “ ˘1, for which 9z “ 0 @t and all feptq.
Hence, it is also essential to prove that no trajectory ends in
z “ ˘1. Thus, the following analysis focuses on evaluating
system trajectories inside ellipse (6) and the existence of
a periodic oscillatory evolution of z, thereby guaranteeing
|z| ă 1, @t.

B. Invariance region for system position and velocity

In this section, it is proven that, considering (H1) and (H3),
the differential equation (4) defines a region that contains all
possible trajectories for both, position z and velocity 9z of
system (1).

In order to compute the system trajectories zptq, obtain
the velocity dynamics as follows:

:z “
BF

Bz
9z `

BF

B 9z
:z `

BF

Bfe
9fe, (9)

which leads to the explicit differential equation:

:z “

BF
Bz

1 ´ BF
B 9z

9z `

BF
Bfe

1 ´ BF
B 9z

9fe. (10)

Observe that the partial derivatives of BF
Bz and BF

B 9z are
nonlinear functions in the state z, its first derivative 9z and
the external force fe. Now, to evaluate the evolution of the
system trajectories, use the positive semidefinite function:

1

2
f2
e ptq “

1

2

ˆ

9z

gpzq

˙2

:“ V pzq. (11)

Note that V is well-defined for all values of z P Rz , since
gpzq ą 0, @z P Rz . Let fe “ A P Rzt0u and define a level
curve of (11) as:

SV “
␣

z P Rz : V pzq “ 0.5A2
(

. (12)

Then, for any feptq satisfying (H1), define the constrained
region Rc as:

Rc “
␣

z P Rz : V pzq ď 0.5A2
(

. (13)

A graphical representation of the function V and the level
curve SV is shown in Figure 1.

Now, assuming (H1) holds, it is proven that the trajectories
of system (4) become tangential to SV as they approach
to it and, hence, they cannot surpass SV . Equivalently, the
trajectories are normal to the gradient of V :

∇V pzq “

»

—

—

–

´2
V pzq

gpzq

Bgpzq

Bz

2V pzq

ˆ

1

9z
´

1

gpzq

δgpzq

B 9z

˙

fi

ffi

ffi

fl

⊺

. (14)
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Figure 1. Graphical representation of function V with its level curve SV .

By computing the internal product, using system dynamic
(10) and (H1), it follows that lim

feÑA

9fe “ 0 and, thus:

∇V ¨

„

9z
:z

ȷˇ

ˇ

ˇ

ˇ

SV

“ ´A2

¨

˝A
Bg

Bz
´

´

1 ´ AB
Bg
B 9z

¯

fe
Bg
Bz

1 ´ fe
Bg
B 9z

˛

‚, (15)

where it can be easily shown that:

lim
feÑA

∇V ¨

„

9z
:z

ȷ
ˇ

ˇ

ˇ

ˇ

SV

“ 0, (16)

which proves invariance of Rc, in accordance with Nagumo’s
theorem. That is, for an external force satisfying (H1), any
trajectory starting inside Rc remains in Rc, @t.

Now, let 9fe “ 0 with some finite fe P Rzt0u, then the
resultant phase diagrams for different fe values are illustrated
in Figure 2. Here, each dashed line represents a system
restriction for a given fixed value of fe. Consequently, the
system trajectories are tangential to the level curves (dashed
lines) when 9fe vanishes. Also, note that the outer ellipse
(solid blue line) is the major curve defined by (6), which is
obtained with fe Ñ 8 and, hence, it defines the region from
which the system trajectories cannot escape.

Two important remarks are in order. First, note that, due
to the orthogonality between z and 9z, when 9z “ 0, @z P

p´1, 1q, the system trajectories are perpendicular to the z
axis. So, z is absolutely bounded by 1, since there are no
trajectories crossing the z axis for |z| ą 1. Second, for
a given feptq satisfying (H1), Rc defines a bound for the
system velocity 9z, given by vM :

vM “ maxt| 9z|u, @ 9z P SV . (17)

An illustrative example for fe “ A “ 2 is presented in
Figure 2.

C. Existence of forced oscillations

The previous analysis defines the existence of an in-
variance region from which the system trajectories cannot
escape. Now, the study is extended to prove that, considering

Figure 2. Space constraints for the system variables, z vs. 9z.

(H2), the system trajectories inside Rc exhibit a forced oscil-
lation. To that end, Poincaré maps are used. A Poincaré map
provides a snap-shot of all trajectories crossing through a
specific region in the state-space, namely a Poincaré section.
Hence, by appropriate selection of a Poincaré section, it is
possible to prove existence and stability of periodic orbits in
system trajectories.

Formally, let zptq be a solution of (4), with zpt0q “ z0.
Then a Poincaré map, P , maps z0 into zpT q, i.e., zpT q “

P pz0q. Hence, the problem of finding stable oscillations is
reduced to that of finding a fixed point for the map P [9].

To conduct a Poincaré analysis, it is assumed that the
excitation force is of the form:

feptq “ Aptq sin

ˆ
ż t

t0

ωpτqδτ

˙

, (18)

where Aptq and ωptq are slowly varying parameters, depen-
dent on the sea spectrum characteristics [12]. First, Poincaré
maps are built for monochromatic cases, assuming constant
amplitudes A and frequencies ω. Hence, (4) can be reformu-
lated as an autonomous system, as follows:

9z “ A sinpθq ¨ gpzq,

9θ “ ω.
(19)

As seen in (19), the modulation function g does not con-
tribute to the system phase, meaning that the velocity zero
crossings always coincide with those of fe. The synchro-
nisation between 9z and fe is used to construct a Poincaré
map, capturing the system state at the plane defined by
θ “ p2n ` 1qπ, with n P Z. Thus, the Poincaré section is
defined as:

SP “ tpz, θq P R2 : θ “ p2k ` 1qπ,@k P Zu, (20)

which is crossed by all system trajectories in Rc. Then, the
existence and stability of a periodic solution are evaluated
using the discrete recurrence relation:

zn`1 “ P pznq, (21)
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Figure 3. Poincaré maps, P pzq, of system trajectories for different force
amplitudes (top) and frequencies (bottom).

where P pzq is the Poincaré map of the system. In words,
P provides the values of z that recurrently go through the
Poincaré section (20) and, then, the main goal consists of
finding fixed points, where z˚

n`1 “ z˚
n . Notably, choosing the

Poincaré surface as in (20), the fixed points of P , denoted as
z˚
n , determine the maximum displacement of z in stationary

condition.
Due to the implicit form of (4), it is not possible to find

an analytic solution for zptq and, hence, the Poincaré maps
are computed numerically. Figure 3 presents P pzq (solid
black curves) for different amplitudes A and frequencies ω.
Additionally, the solid red curve in represents a nominal
condition for the external force, i.e., A “ An “ 2 and
ω “ ωn “ 1 [rad/s]. The intersection of every solid black
curve with the solid blue curve are fixed points of the
Poincaré map, where the condition zn`1 “ zn is met.

Analysing Figure 3, it is possible to observe that, for
monochromatic inputs, a limit cycle is established. Comple-
mentarily, in Figure 4, using the fixed points of the Poincaré
maps, the oscillation amplitude is plotted as a function of
the fe amplitude and frequency. As observed in Figure 4
(top), for small values of A, the oscillation amplitude is
approximately linear in A. However, as the force amplitude
increases, the effect of gpzq can be appreciated and the
normalised maximum displacement remains below 1. On the
other hand, the system response for different frequencies, ω,
can be observed in Figure 4 (bottom). Here, it is shown how
IGDE (4) acts as a nonlinear low-pass filter for the external
force.

Although extrapolating the results from monochromatic
to panchromatic excitation force is not trivial, it is possible
to observe that, only for Aptq Ñ 8 and ωptq Ñ 0, the
amplitude oscillation reaches |z| “ 1. Hence, assuming
(H1)–(H2) hold, it is predicted that constraints cannot be
surpassed. Formally, it would be possible to extend the
present study to a panchromatic fe by decomposing fe in

Figure 4. Maximum displacement of position z, zM , as a function of force
amplitude (top) and frequency (bottom).

terms of a Fourier series and following (over a moving
average window) the analysis presented in [9]. For the time
being, however, using the analysis from [9] is beyond the
scope of this present paper.

IV. APPLICATION CASE STUDY

In this section, in-silico evaluations are conducted on a
one-degree-of-freedom point absorber WEC to thoroughly
assess the causal constraint mechanism. The simulation pa-
rameters are presented in Subsection IV-A. Then, using dif-
ferent excitation force profiles, the efficacy of the constraint
method is evaluated in Subsections IV-B and IV-C.

A. WEC model

Consider the one-degree-of-freedom WEC dynamics:

Σw :

$

’

’

’

&

’

’

’

%

9v “ M p´hq ´ kxx ` fe ` fuq ,

9x “ v,

9q “ Fq ` gv,

y “ v,

(22a)
(22b)
(22c)
(22d)

where x is displacement, v is velocity, q P R7 are the radia-
tion states, and fe is the wave excitation force, which can be
modelled as an external bounded disturbance with zero mean.
When applicable, fe is generated using the Bretschneider
spectrum [13], considering a peak period Tp “ 8s, and
significant wave height Hs “ 1m. Also, M “ 6.8 ˆ 10´6,
kx “ 5.57 ˆ 105, and F, g, and h are:

F “

»

—

—

—

—

—

—

—

—

–

´7 ´24 ´47 ´57 ´43 ´18 ´3.4
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, (23a)

g “
“

1.46 ¨ 105 0 0 0 0 0 0
‰⊺
, (23b)
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Tracking
control WEC

Reference
generation

Figure 5. Illustrative diagram of a VT control loop for WECs.

h “
“

0.21 1.1 3.8 4.6 3 0.64 0.014
‰

¨´10´5. (23c)

B. Velocity tracking structure for WECs

The velocity tracking (VT) control structure used in this
paper is presented in Figure 5. In essence, the VT structure
requires a velocity reference, v˚ptq, which is provided by a
variation of (4). Specifically:

v˚ “ F pk0 ¨ fe, z{zM , 9z{vM q, (24)

with k0 “ 1 ¨ 10´5, and zM being the position constraint:

|z| ă zM “ 2m, (25)

where vM is determined by the application requirements,
and k0 « 1{maxtfeu. Complementarily, the VT structure
requires a fe estimator [14] and a tracking control. Due to
its inherent robustness, a sliding-mode super-twisting (ST)
control is employed [15][16]. Specifically, the ST control
law is defined as:

fu “ ´k1|v ´ v˚|1{2signpv ´ v˚q ´ k2

ż t

t0

signpv ´ v˚qdτ,

(26)
which robustly, and in finite time, achieves

S “ tx P X : v´v˚ “ σpx, tq “ 9σpx, tq “ 0 u. (27)

Hence, robust tracking of the velocity reference is guaranteed
and the reduced-order closed-loop dynamics result:

Σw :

$

’

’

’

&

’

’

’

%

9z “ k0

ˆ

e1´αpz{zM , 9z{vM q ´ 1

e1 ´ 1

˙

¨ f̂e,

9q “ Fq ` g 9z,

y “ 9z.

(28a)

(28b)
(28c)

Since F is Hurwitz, the zero dynamics of (28) are stable.
Also, 9z and z are constrained to the ellipse defined by
αpz{zM , 9z{vM q “ 1.

C. Constraint mechanism performace evaluation

To evaluate the performance of the constraint mechanism,
time-domain simulations are conducted. First, results using
a monochromatic excitation force are presented in Subsec-
tion IV-C.1. Then, the performance of the constraint method
using a non-monochromatic excitation force is preliminarily
evaluated in Subsection IV-C.2. Recall that the evaluation
in terms of power absorption is presented in [8], where it
is shown that the proposed constraint mechanism exhibits
close-to-optimal performance.

1) Monochromatic excitation force results: Let the excita-
tion force be defined as fe “ 2 ¨ 105 sinp0.78tq, and evaluate
three cases with vM P r2.3, 1.5, 0.7sm{s. The v vs z phase
plane with initial conditions z0 “ v0 “ 0 are presented in
Figure 6. Here, it is possible to assess that (i) every trajectory
remains in Rc, (ii) a limit cycle is established, and (iii) using
a larger vM , the position excursion is larger. This implies that
vM may be employed as a tuning parameter, since in wave
energy systems, vM is generally a flexible parameter.

Figure 6. Phase plane v vs z. Three separate cases, with vM P

r2.3, 1.5, 0.7s, are presented.

2) Non-monochromatic excitation force results: Extend-
ing the results from monochromatic to polychromatic excita-
tion force is not trivial. However, to evaluate the performance
of the constraint method, three different cases considering
vM P r2.3, 1.5, 0.7sm{s with a polychromatic fe are anal-
ysed. First, the evolution of the system states, position and
velocity is presented in the time domain in Figure 7. It can be
observed that, using ST control, the constraint requirements
are satisfied and the WEC operates within the specified lim-
its. To analyse satisfaction of constraints for longer periods,
2000s simulations are conducted. Then, the phase plane v vs
z for the cases vM P r2.3, 1.5, 0.7s is presented in Figure
8, where it can be appreciated that the trajectories remain
within Rc. The phase plane in Figure 8 is also an effective
method to visualise the distribution of the trajectories for a
panchromatic function. In the cases with vM “ 2.3m{s and
vM “ 1.5m{s, the trajectories concentrate at the edges of
the ellipse, implying that the constraint mechanism actively
reduces both position and velocity values to keep the system
in Rc, by making F p¨q Ñ 0. However, with vM “ 0.7m{s,
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Figure 7. Time evolution of position and velocity. Three separate cases,
with vM P r2.3, 1.5, 0.7s, are presented.

the position is penalised, and z is further away from the limit
zM . As in the monochromatic case, it is concluded that vM
may be employed as a tuning parameter.

V. CONCLUSIONS

This paper presents a preliminary stability analysis of
Symphony position and velocity constraint mechanism. The
proposed method is a novel and simple approach for han-
dling hard position and velocity constraints in wave energy
systems, and, importantly, it can also be used as a com-
plement for other !OB controllers. The proposed method
operates using a velocity tracking structure and, to ensure
compliance with system constraints, uses an IGDE as a
velocity reference generator. Among the advantages of the
method are simplicity of implementation and use, robustness
to satisfy constraints, and, as detailed in [8], close-to-optimal
performance in terms of power absorption. Additionally, a
key feature of the proposed constraint method is that it
does not rely on complex tuning or optimisation routines to
ensure system performance and safety. Hence, the proposed
algorithm could serve as an essential complement for real-
time implementation of !OB control strategies.

Future work includes (i) a formal analysis of the sta-
bility for poly/panchromatic excitation forces and (ii) an
assessment of the constraint method performance considering
noisy environments and faulty measurements, and a variety
of tracking controllers.
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