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RADIAL VARIATION OF FUNCTIONS IN BESOV

SPACES

David Walsh

Abstract

This paper considers the radial variation function F (r, t) of an an-
alytic function f(z) on the disc D. We examine F (r, t) when f be-
longs to a Besov space As

pq and look for ways in which F imitates

the behaviour of f . Regarded as a function of position (r, t) in D,
we show that F obeys a certain integral growth condition which
is the real variable analogue of that satisfied by f . We consider
also the radial limit F (t) of F as a function on the circle. Again,
F ∈ Bs

pq whenever f ∈ As
pq, where Bs

pq is the corresponding real
Besov space. Some properties of F are pointed out along the way,
in particular that F (r, t) is real analytic in D except on a small
set. The exceptional set E on the circle at which limr→1 f(reit)
fails to exist, is also considered; it is shown to have capacity zero
in the appropriate sense. Equivalent descriptions of E are also
given for certain restricted values of p, q, s.

1. Introduction

In [4] A. Beurling considered functions f on the unit circle T which be-

long to a certain Besov space B
1/2
2 , and described the set E of points eix

for which limr→1 f(reix), the radial limit of the Poisson integral of f on
the unit disc D, fails to exist. He showed that the set E coincides with
the set of points on T for which the Fourier series of f diverges, and that
this in turn coincides with the set of points for which the symmetric
derivative

lim
h→0

1

2h

∫ x+h

x−h

f(t) dt,

fails to exist. A consequence of his approach is that E has logarithmic

capacity zero. Beurling associated with an analytic function f ∈ B
1/2
2 ,
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its radial variation

F (r, t) =

∫ r

0

|f ′(ueit)| du, r < 1.

He proved that F has certain properties closely resembling those of f and
made decisive use of these properties in deriving the result on capacity
mentioned above. He showed that

∫∫

D

|∇F (r, t)|2r dt dr ≤

∫∫

D

|f ′(reit)|2r dt dr.

It is clear from the definition, that the boundary function
F (t) = limr→1 F (r, t) exists, finite or infinite, for all t ∈ [−π, π]. Beurling

showed further that F ∈ B
1/2
2 , and that its norm in that space satisfies

||F ||B ≤ ||f ||B.

He applied these results to show that the set of points on T for which
F (t) = ∞ has logarithmic capacity zero; it is well known that this ca-

pacity is naturally associated with the space B
1/2
2 or with the Dirichlet

space A
1/2
2 , the subspace of B

1/2
2 consisting of analytic functions.

Since then, these results have been extended in various directions.
In [10] Nagel, Rudin and Shapiro considered Bessel potential spaces Lp

s.
They showed that for w ∈ T , limz→w f(z) exists a.e. for wider approach
regions than the non-tangential. In fact for the case of the Dirichlet
space L2

1/2, the approach region can have exponential order of contact

with T . Ahern and Cohn [3] considered similar spaces of holomorphic
functions on the ball of Cn called Hardy-Sobolev spaces. Certain admis-
sible approach regions are first defined and the exceptional set E(f) is
the set of points w on the boundary for which limz→w f(z) fails to exist
as z → w within this region. They showed that the exceptional set has
capacity zero in the appropriate sense. Here the capacities are Bessel
capacities.

Efforts have also been made to show that the estimate on the excep-
tional set is sharp, that is given a compact subset K of capacity zero,
there is a function f in the space for which K = E(f). In this regard,
[3] showed that the sets of Bessel capacity zero completely characterize
the exceptional sets for the case n = 1. Further results of this type
were proved by Cohn and Verbitsky [6]. A great impetus to develop-
ments in this area was given by Carleson’s book [5]. In particular this
demonstrated how sets of Cantor type can be used to prove that certain
statements about exceptional sets are sharp.
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More recently, for a function f in the Dirichlet space, Twomey [16]
has exhibited tangential approach regions Aγ such that f has Aγ-limits
at all boundary points outside of a set of logarithmic capacity zero.
Moreover he showed that such approach regions are in a certain sense
optimal. In yet another direction the result on the exceptional set for
the radial variation F (t) has been extended to certain weighted Dirichlet
spaces. See [17] and the references cited therein. Indeed all the works
cited above contain other pertinent references.

Our aim is to try to extend in so far as we can the results of Beurling
on the radial variation function F (r, t) to a class of Besov spaces Bs

pq,

for which B
1/2
2 is the special case s = 1/2, p = 2 = q. In Section 2 some

properties of F (r, t) are set forth which are needed later. It turns out
that F (r, t) is an analytic function in D outside of a small set H which
is determined by the zeros of f ′ of odd order.

In Section 3 we explore the consequences for F (r, t) as a function
on D, of the assumption that f ∈ As

pq. For 0 < s < 1, it is shown in
Theorem 1 that F obeys a certain integral growth condition which is
the real variable analogue of that satisfied by f . For s = 1, we obtain a
limited result (Theorem 3), whereby we require p = 1, 1 ≤ q < 2.

We consider the boundary function F (t) in Section 4. For 0 < s < 1,
1 ≤ p, q < ∞, it is shown in Theorem 4 that f ∈ As

pq implies that F ∈
Bs

pq; Theorem 1 is used in the proof. For s = 1, 1 ≤ q < 2, we are able

to show in a like manner, by means of Theorem 3, that f ∈ A1
1q implies

that F ∈ B1
1q.

In Section 5 we consider the exceptional subset E′ of T , for which
F (t) = ∞. The capacity C(·; Bs

pq) is introduced, and it is shown that
if f ∈ As

pq, 1 < p, q < ∞, then C(E′; Bs
pq) = 0. An immediate ap-

plication follows. Let E(f) be the set of points for which the radial
limit, limr→1 f(reit) , fails to exist; then C(E; Bs

pq) = 0. It should
be noted that for s > 1/p, Bs

pq is a space of continuous functions and
therefore this last result is significant only for s ≤ 1/p. For the special
case s = 1/p, q = p, 1 < p ≤ 2, we show further that the alternative
characterizations of E obtained by Beurling, also hold.

It is not to be expected that the very strong results last cited hold
without restriction on s, p, q. Certainly nothing of this kind can be

expected for s < 1/p, since the diagonal Besov spaces B
1/p
p with s = 1/p,

p = q, are well known as the interface between the smoother spaces
where s > 1/p and the less tractable class with s < 1/p, where many
results break down.
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1.1. Preliminaries.

Let D denote the unit disc, T the unit circle in the complex plane.
For convenience we shall let m denote normalised Lebesgue measure on
the circle T , and m2 the normalised area measure on the disc. Given a
function f on T , let ∆tf(eix) = f(ei(x+t))−f(eix), and ∆k

t = ∆t(∆
k−1
t ),

denote the differences of order one and order k respectively, of f at eix.
Let

f(reit) =

∫ π

−π

f(eix)Pr(x − t) dm(x)

be the Poisson integral of f on the disc, where Pr(t) is the Poisson kernel.
Suppose now that f is analytic in D. If 0 ≤ r < 1, let

Mp(f, r) =

(
∫ π

−π

|f(reit)|p dm

)1/p

, (0 < p < ∞),

denote the integral mean of f of order p. It is well known that Mp(f, r) is
an increasing function of r on [0, 1) and that the class of functions f for
which supr<1 Mp(f, r) < ∞, is the familiar Hardy space Hp [7]. Given
f(eit) ∼

∑∞
−∞ aneint, we write

sn(f)(eit) =

n
∑

k=−n

akeikt (n ≥ 0),

for the partial sums of the Fourier series of f . For 1 ≤ p, q < ∞, s > 0,
and an arbitrary integer m > s, we define the Besov space Bs

pq by

Bs
pq =

{

f ∈ Lp :

∫ π

−π

||∆m
t f ||qp

|t|1+sq
dm(t) < ∞

}

, 1 ≤ q < ∞.

It is well known that the definition is independent of m. For a discus-
sion of these spaces see [1], [11], [14], [15]. It is known that the Riesz
projection is a bounded operator from Bs

pq to itself. Let As
pq denote the

subspace of Bs
pq consisting of analytic functions. The space As

pq may be
characterized as follows: the analytic function f ∈ As

pq if and only if

||f ||A = ||f ||p +

{
∫ 1

0

(1 − r2)q(m−s)−1Mp(f
(m), r)

q
r dr

}1/q

< ∞.

Once again the definition is independent of m for m > s. Each func-
tion f ∈ As

pq is in Hp and has a boundary function, also denoted by f ,
on T . This boundary function is in Bs

pq and we denote its norm in that
space by ‖f‖B. Of course the two norms are equivalent.
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2. Properties of F

2.1. F (r, t) a real analytic function.

Recall that for f analytic,

(1) F (r, t) =

∫ r

0

|f ′(ueit)| du, r < 1.

Since f(reit) − f(0) =
∫ r

0 f ′(ueit) du, it is clear that

|f(reit)| ≤ |f(0)| + F (r, t), r < 1, −π ≤ t ≤ π,

and F (r, t) is a majorant for f . The function F (r, t) represents the
length of the image of the radius vector [0, reit] under the mapping f ,
and is known as the radial variation. An immediate property of F is
that if F (t) = limr→1 F (r, t) < ∞, then limr→1 f(reit) exists.

The gradient of F is ∇F (r, t) =
(

∂F
∂r , 1/r ∂F

∂t

)

=
(

|f ′(reit)|, 1/r ∂F
∂t

)

.
We shall make frequent use of two elementary facts:

Lemma 1. Let G(r, t) be a differentiable function of r and suppose that
∂|G|
∂r (r, t) exists. Then

∣

∣

∣

∣

∂|G|

∂r
(r, t)

∣

∣

∣

∣

≤

∣

∣

∣

∣

∂G

∂r
(r, t)

∣

∣

∣

∣

.

Proof: For,
∣

∣

∣

∣

|G(r + h, t)| − |G(r, t)|

h

∣

∣

∣

∣

≤

∣

∣

∣

∣

G(r + h, t) − G(r, t)

h

∣

∣

∣

∣

,

for any h 6= 0. Taking limits as h → 0, the result follows.

Lemma 2. Suppose that f is an analytic function in the disc, 0 < r < 1,

and ∂|f |
∂t (reit) exists. Then

∣

∣

∣

∣

∂|f |

∂t
(reit)

∣

∣

∣

∣

≤ r|f ′(reit)|.

We look next at some partial derivatives of F . It is obvious that ∂F
∂r =

|f ′(reit)| for all points (r, t) in the disc. Although ∂|f ′|
∂t (reit) does not

exist at points where f ′(z) has a zero of odd order, these points are at
most countably infinite and the following result still holds:

Lemma 3. For all points (r, t) in the disc,

∂F

∂t
(r, t) =

∫ r

0

∂|f ′|

∂t
(ueit) du.
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Proof: Consider the difference quotient

F (r, t + h) − F (r, t)

h
=

∫ r

0

|f ′(uei(t+h))| − |f ′(ueit)|

h
du,

whence
∣

∣

∣

∣

F (r, t + h) − F (r, t)

h

∣

∣

∣

∣

≤

∫ r

0

∣

∣

∣

(

|f ′(uei(t+h))| − |f ′(ueit)|
)

1/h
∣

∣

∣
du

≤

∫ r

0

∣

∣

∣

(

f ′(uei(t+h)) − f ′(ueit)
)

1/h
∣

∣

∣
du.

By the Mean Value Theorem, f ′(uei(t+h)) − f ′(ueit) = h∂f ′

∂s (ueis) =

f ′′(ueis)iueish, for some s between t and t + h. Since |f ′′(ueis)| is uni-
formly bounded on compact subsets of D, dominated convergence applies
and we may take the limit as h → 0 under the integral sign. The result
follows.

We note that ∂F
∂t (r, t) exists at all points and is continuous there.

However, the second derivative ∂2F
∂t2 (r, t), need not exist at all points.

First, observe as before that ∂2|f ′|
∂t2 (reit) exists at all points except those

where f ′ has a zero of odd order. But now this function need not be
summable over a radial segment [0, r0e

it] which contains a zero of f ′.

This is unlike the situation for ∂|f ′|
∂t (ueit).

To see this, consider the case f ′(z) = (z − a)g(z) where g is analytic
and g(a) 6= 0 and 0 < a < 1. We may assume that z = a is the first zero
of f ′ on the ray t = 0. Then

∂2|f ′|

∂t2
(reit) = |g(z)|

∂2

∂t2
|reit −a|+2

∂

∂t
|reit −a|

∂|g|

∂t
(z)+ |z−a|

∂2|g|

∂t2
(z).

The last two terms are summable over the interval [0, a], so the first
term is the crucial one. Let |reit − a|2 = r2 − 2ar cos t + a2 = L. Then
∂
∂t |re

it − a| = ar sin t
L1/2 and

∂2

∂t2
|reit − a| =

Lar cos t − a2r2 sin2 t

L3/2

=
{ar3 cos t − a2r2(1 + cos2 t) + a3r cos t}

L3/2
.

Putting t = 0, the right hand side (R.H.S.) equals ar/(a − r) for r < a,
and ar/(r − a) for r > a. But this means that it is not summable

over [0, b] for any b ≥ a. It follows that ∂2F
∂t2 (r, t) does not exist when-

ever t = 0 and r ≥ a for this particular f .
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Nevertheless, it remains true that if we exclude those rays [0, eit) along
which f ′ has zeros of odd order, a similar result to Lemma 3 holds. The
formal statement is

Lemma 4. If eit is chosen as above, and 0 < r < 1, then

∂2F

∂t2
(r, t) =

∫ r

0

∂2|f ′|

∂t2
(ueit) du.

Proof: Since |f ′(ueit)| > 0 on the ray, it is clear that ∂2|f ′|
∂t2 is a continu-

ous function of u there. Moreover, ∂2|f ′|
∂s2 (ueis) is a continuous function

of both u and s provided |s − t| is sufficiently small. The argument
of Lemma 3 invoking the Mean Value Theorem, can now be applied
to ∂F

∂t (r, t) just as before.

If f ′ has a zero of arbitrary odd order at a point, it will be found in a
similar fashion that a sufficiently high order derivative of F will not exist
along a part of the corresponding ray. It is seen that these are the only
possibilities whereby F fails to be infinitely differentiable. The zeros of
even order of f ′ on the other hand, do not cause problems for F . At all
other points, F has derivatives of all orders. Indeed, it turns out that
F has the further property of being (real) analytic on the complement
of the segments identified above.

Recall a few facts about such analytic functions. A real function g(x, y)
is analytic at a point (x0, y0) if there is a neighbourhood U of the
point (x0, y0) such that

g(x, y) =
∞
∑

m=0

∞
∑

n=0

amn(x − x0)
m(y − y0)

n, (x, y) ∈ U,

where the series is absolutely convergent [9].
If f is an analytic function of z, then |f(z)| is analytic in the real sense

except at the odd zeros of f . It follows that r =
√

x2 + y2 is analytic
except at r = 0. Also, cos t = x/r, sin t = y/r are both analytic except

at the origin. While ∂g
∂x , ∂g

∂y are both analytic wherever g is, we note

that ∂g
∂r (r, t) = ∂g

∂x cos t + ∂g
∂y sin t is not analytic at the origin even if g is

analytic there. On the other hand, ∂g
∂t (r, t) = ∂g

∂x (−r sin t) + ∂g
∂y r cos t is

analytic wherever g is.
These facts may now be applied to our situation. If f is an analytic

function of z in D, then |f ′(reit| is analytic except at zeros of f ′ of odd
order. It is also true that F (r, t) =

∫ r

0 |f ′(ueit)| du is analytic at (r, t) if
f ′ has no zeros of odd order on the line segment. However, F may not be
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analytic at (0, 0). Indeed, if f ′ is constant on the segment, then F (r, t) =
Cr. We have seen that F cannot be analytic on [beit, eit), if f ′ has a zero
of odd order at beit, 0 < b < 1. There are at most countably many such
segments in the disc. Let H be the set on which F fails to be analytic;
H is therefore a small set and we can say that F is analytic on D \ H .
The same is true for ∂F

∂t .

2.2. Integrability of ∂2F

∂t2
(r, t).

It will be necessary later to consider the integral of ∂2F
∂t2 (r, t)

over [−π, π], and to show that this exists. As the analysis above shows,
the problem arises near a ray which contains an odd zero of f ′. It is
enough to consider f ′ replaced by z − a where a is fixed, 0 < a < 1 as
before. It suffices to prove the following:

Lemma 5. For each r < 1, ∂F
∂t (r, t) is absolutely continuous as a func-

tion of t.

Proof: With f ′ as above we have

∂F

∂t
(r, t) =

∫ r

0

au sin t

(a2 + u2 − 2au cos t)1/2
du.

Let L(t) = L(u, t) = u2 − 2au cos t + a2, as before. Suppose π/2 > x >
y > 0 as we may, 0 < r ≤ a, and consider

∂F

∂t
(r, t)

∣

∣

∣

∣

t=x

−
∂F

∂t
(r, t)

∣

∣

∣

∣

t=y

=

∫ r

0

au

(

sin x

L(x)1/2
−

sin y

L(y)1/2

)

du

=

∫ r

0

au
{

L(y)1/2(sin x − sin y)

− sin y
[

L(x)1/2 − L(y)1/2
]

}

L(x)−1/2L(y)−1/2 du.

Since L(u, t) = (a − u)2 + 4au sin2 t/2, it is easy to see that

L(x)1/2 − L(y)1/2 ≤ 2a
(

sin(x/2) − sin(y/2)
)

≤ a(x − y).

The numerator above is in absolute value less than or equal to

au
(

L(y)1/2(x−y)+a(x−y) siny
)

= au(x−y)L(y)1/2+a2u(x−y) siny,

which gives rise to two terms in the integrand. If a − u is small then
L(u, t) is small for small t and so the denominator is also small. Let
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us take the worst possible case r = a and x, y both small. We split
the integral into one over (0, a − ǫ) and one over (a − ǫ, a), where ǫ =
min{ax, a/2}. Over (0, a − ǫ) , L(u, t) ≥ (a − u)2, and the first term
satisfies

(x − y)

∫ a−ǫ

0

au

L(u, x)1/2
du ≤ (x − y)a2

∫ a−ǫ

0

du

a − u
≤ a2(x − y) ln(1/ǫ).

The second term is bounded by

a2(x − y) sin y

∫ a−ǫ

0

du

(a − u)2
≤ a2(x − y)

sin y

ǫ
≤ a(x − y)

since sin y/x ≤ 1. Passing to the integral over (a − ǫ, a), consider the
second term first. Observe that for such u there is a constant C such
that L(u, t) ≥ C2(at)2 and therefore a sin y/L(y)1/2 ≤ 1/C. The integral
is bounded by

a2(x − y)

C

∫ a

a−ǫ

du

L(x)1/2
≤

a2(x − y)

C

∫ a

a−ǫ

du

Cax
= a2(x − y)C−2.

Clearly the first term contributes a like amount. The case r > a is
handled in the same way. We have shown that

∣

∣

∣

∣

∣

∂F

∂t
(r, t)

∣

∣

∣

∣

t=x

−
∂F

∂t
(r, t)

∣

∣

∣

∣

t=y

∣

∣

∣

∣

∣

≤ (x − y)
(

A + B ln(1/x)
)

.

Since the function t → t ln(1/t) is absolutely continuous for all t, the
result follows.

3. f ∈ As
pq

We now inquire what are the consequences for F of the assumption
that f ∈ As

pq . Hereafter p′ will denote the conjugate index of p.

3.1. The case 0 < s < 1.

Theorem 1. Suppose that 0 < s < 1, 1 ≤ p, q. There is a constant C =
C(s, p, q) such that if f ∈ As

pq then

(2)

∫ 1

0

(1 − r2)q(1−s)−1

(
∫ π

−π

|∇F (r, t)|p dm

)q/p

r dr ≤ C||f ||qA.
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Proof: It is clear that if we replace ∇F in (2) by its first component, the
inequality is trivially satisfied. Therefore to prove our theorem it suffices
to show that for any r0, 0 < r0 < 1,

(3)

∫ r0

0

(1 − r2)q(1−s)−1

(
∫ π

−π

1/rp

∣

∣

∣

∣

∂F

∂t
(r, t)

∣

∣

∣

∣

p

dm

)q/p

r dr ≤ C||f ||qA.

The idea is to apply integration by parts with respect to r on the left
hand side. This is valid if the inner integral is an absolutely continuous
function of r which in turn is true if

∣

∣

∂F
∂t (r, t)

∣

∣ is absolutely continuous
in r, r ≤ r0, and this follows from Lemma 3. We shall proceed formally

and justify the operations later. The integrated term is − (1−r2)q(1−s)

2q(1−s) ×
(

∫ π

−π
1/rp

∣

∣

∂F
∂t

∣

∣

p
dm
)q/p ∣

∣

∣

r0

0
and we first show this vanishes as r0 → 1.

At the lower limit we may suppose that f ′(0) 6= 0. Then for small r,
∣

∣

∣

∣

1/r
∂F

∂t
(r, t)

∣

∣

∣

∣

=

∣

∣

∣

∣

1/r

∫ r

0

∂|f ′|

∂t
(ueit) du

∣

∣

∣

∣

≤ 1/r

∫ r

0

u|f ′′(ueit)| du

→ 0,

as r → 0, uniformly in t, by Lemma 2. Consider the case as r → 1.
From Lemmas 2 and 3 we know that

1/r

∣

∣

∣

∣

∂F

∂t
(r, t)

∣

∣

∣

∣

= 1/r

∣

∣

∣

∣

∂

∂t

∫ r

0

|f ′(ueit)| du

∣

∣

∣

∣

≤ 1/r

∫ r

0

u|f ′′(ueit)| du,

whence by Minkowski’s inequality,

(
∫ π

−π

1/rp

∣

∣

∣

∣

∂F

∂t
(r, t)

∣

∣

∣

∣

p

dm

)1/p

≤

(
∫ π

−π

(
∫ r

0

|f ′′(ueit)| du

)p

dm

)1/p

≤

∫ r

0

(
∫ π

−π

|f ′′(ueit)|p dm

)1/p

du.

(4)

From the definition it follows that
∫ 1

r (1 − u2)q(2−s)−1Mp(f
′′, u)q du =

o(1), as r → 1, from which (1 − r2)q(2−s)Mp(f
′′, r)q = o(1), as r → 1.

This gives
∫ r

0

Mp(f
′′, u) du = o(1)

∫ r

0

du

(1 − u2)2−s
=

o(1)

(1 − r2)1−s
, (r → 1),
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and the claim now follows from (4). Returning to the main thread, the
left hand side (L.H.S.) of (3) becomes

1

2q(1 − s)

∫ r0

0

(1 − r2)q(1−s) ∂

∂r

(

1/rp

∫ π

−π

∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p

dm

)q/p

r dr,

which in turn equals

1

2p(1 − s)

∫ r0

0

(1 − r2)q(1−s) 1

rq

(
∫ π

−π

∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p

dm

)−1+q/p

×

(

p

∫ π

−π

∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p−1
∂

∂r

∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

dm

)

r dr

−
q

2q(1 − s)

∫ r0

0

(1 − r2)q(1−s)r−q−1

(
∫ π

−π

∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p

dm

)q/p

r dr

= T1 + T2.

We notice that T2 < 0 whereas the sum is positive. We can therefore
discard T2 and the L.H.S. is bounded by |T1| which is less than

1

2(1 − s)

∫ r0

0

(1 − r2)q(1−s)r−q

(
∫
∣

∣

∣

∣

∂F

dt

∣

∣

∣

∣

p

dm

)−1+q/p

×

(

∫
∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p−1 ∣
∣

∣

∣

∂

∂r
|
∂F

∂t
|

∣

∣

∣

∣

dm

)

r dr.

Write K = 1
2(1−s) . Using Lemmas 3, 1 and 2 again, we can replace the

R.H.S. by

(5) K

∫ r0

0

(1 − r2)q(1−s) 1

rq

(
∫
∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p

dm

)−1+q/p

×

(

∫
∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p−1

r|f ′′(reit)| dm

)

r dr.

We apply Hölder’s inequality with indices p′, p to the second of the inner
integrals to obtain

∫ π

−π

∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p−1

|f ′′(reit)| dm ≤

(
∫ π

−π

∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p

dm

)1/p′

Mp(f
′′, r),
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which allows us to replace (5) on the R.H.S. by

K

∫ r0

0

(1 − r2)q(1−s)r−q+1

(
∫ π

−π

∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p

dm

)(q−1)/p

Mp(f
′′, r)r dr,

which in turn is equal to

K

∫ r0

0

(1 − r2)q(1−s)

(
∫ π

−π

r−p

∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p

dm

)(q−1)/p

Mp(f
′′, r)r dr.

Next we write (1−r2)q(1−s) = (1−r2)(q−1)(1−s)−1/q′

(1−r2)2−s−1/q , and
apply Hölder’s Inequality again, this time with indices q′, q, to replace
the R.H.S. by K times

(

∫ r0

0

(1 − r2)q(1−s)−1

(
∫

1

rp

∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p

dm

)q/p

r dr

)1/q′

×

(
∫ r0

0

(1 − r2)q(2−s)−1Mp(f
′′, r)qr dr

)1/q

.

Summing up, we can say that the L.H.S. of (3) is bounded by this
last expression. However, a cancellation is now possible after which we
conclude that

(

∫ r0

0

(1 − r2)q(1−s)−1

(
∫

1

rp

∣

∣

∣

∣

∂F

∂t

∣

∣

∣

∣

p

dm

)q/p

r dr

)1/q

≤ K

(
∫ 1

0

(1 − r2)q(2−s)−1Mp(f
′′, r)qr dr

)1/q

.

The R.H.S. is bounded by a constant times ‖f‖A. Since this holds for
all r0 < 1, the desired inequality follows and proves that F (r, t) satisfies
the stipulated condition.

Remarks. (1) The first point to be validated here is the differentiation
under the integral sign in the T1 term. For x ≥ 0, y ≥ 0, p ≥ 1, the
inequality |xp−yp| ≤ p|x−y|(xp−1 +yp−1), holds; see Section 41 of [13].
This inequality together with Lemma 2 gives for all r, s ≤ r0, r 6= s and



Radial Variation in Besov Spaces 383

all t,
∣

∣

∣

∣

∣

∣

∣

∣

∂F

∂t
(r, t)

∣

∣

∣

∣

p

−

∣

∣

∣

∣

∂F

∂t
(s, t)

∣

∣

∣

∣

p∣
∣

∣

∣

≤ p

∣

∣

∣

∣

∂F

∂t
(r, t) −

∂F

∂t
(s, t)

∣

∣

∣

∣

{

∣

∣

∣

∣

∂F

∂t
(r, t)

∣

∣

∣

∣

p−1

+

∣

∣

∣

∣

∂F

∂t
(s, t)

∣

∣

∣

∣

p−1
}

= p

∣

∣

∣

∣

∫ r

s

∂|f ′|

∂t
(ueit) du

∣

∣

∣

∣

{

∣

∣

∣

∣

∂F

∂t
(r, t)

∣

∣

∣

∣

p−1

+

∣

∣

∣

∣

∂F

∂t
(s, t)

∣

∣

∣

∣

p−1
}

≤ p

∣

∣

∣

∣

∫ r

s

u|f ′′(ueit)| du

∣

∣

∣

∣

{

∣

∣

∣

∣

∂F

∂t
(r, t)

∣

∣

∣

∣

p−1

+

∣

∣

∣

∣

∂F

∂t
(s, t)

∣

∣

∣

∣

p−1
}

.

Divide across by r − s and let H(r, s, t) = 1
r−s

∫ r

s u|f ′′(ueit)| du. It is

clear that B(t) = sup{H(r, s, t); r, s ≤ r0} is a bounded function on
(−π, π). Equally, the term in curly brackets is also a bounded function
of (r, t) for r ≤ r0. An appeal to dominated convergence is therefore
valid, the limit may be taken as s → r, and differentiation under the
integral sign is justified.

(2) A further consideration needs to be dealt with. Since
∣

∣

∂F
∂t (r, t)

∣

∣ is
absolutely continuous as a function of r (see Lemma 3), it follows that
∂
∂r

∣

∣

∂F
∂t

∣

∣ (r, t) exists a.e. r for all t.

3.2. The case s = 1.

For the case s = 1, we introduce the Laplacian of F , namely

∆F (r, t) =
∂2F

∂r2
+ 1/r

∂F

∂r
+ 1/r2 ∂2F

∂t2
.

In this case our results are less general; we comment on this further
below. We shall require that p = 1 in order to get a result similar to
that above. To set the scene, we first present a very simple special case.

Theorem 2. There is a constant C such that for all f ∈ A1
11

∫ 1

0

∫ π

−π

|∆F (r, t)| dm r dr ≤ C||f ||A.

Proof: We know that F is analytic except on the set H . An important
property of F is that it is subharmonic [4], and therefore ∆F (r, t) ≥ 0
where this exists. Fix r < 1, let [beit, eit) be a line segment which
intersects H ∩D(0, r). Enclose this segment in a narrow strip of width ǫ.
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These strips are at most finite in number. If necessary, enclose the origin
also in a disc of radius ǫ. Let G(ǫ) be that part of D(0, r) with these
subsets excluded. Green’s Theorem [9] may be applied to F over the
domain G(ǫ):

π

∫∫

G(ǫ)

∆F (u, t) dm2 =

∫

∂G(ǫ)

∂F

∂n
ds.

On the side of each strip the outward normal derivative is ±∂F
∂t . By

continuity, the integrals over these sides cancel pairwise when ǫ → 0. In
the limit we get

∫ r

0

∫ π

−π

∆F (u, t) dm u du = r

∫ π

−π

∂F

∂r
dm = r

∫ π

−π

|f ′(reit)| dm.

But f ′(reit) = f ′(0)+ eit
∫ r

0 f ′′(ueit) du which yields, on taking absolute
values,

∫ π

−π

|f ′(reit)| dm ≤ |f ′(0)| +

∫ r

0

∫ π

−π

|f ′′(ueit)| dm du.

We now let r → 1 and deduce that there is a constant C such that

∫ 1

0

∫ π

−π

|∆F (r, t)| dm r dr ≤ C||f ||A.

This completes the proof.

We can progress beyond this case to a limited extent.

Theorem 3. Suppose that 1 ≤ q < 2, and that f ∈ A1
1q. Then there

exists C = Cq such that

∫ 1

0

(1 − r2)q−1

(
∫ π

−π

|∆F (r, t)| dm

)q

r dr < C||f ||qA.

Proof: Since ∆F (r, t) ≥ 0, it is enough to consider each of the three
terms in turn. From Lemma 5

∫ π

−π

∂2F

∂t2
dt =

∂F

∂t

∣

∣

∣

∣

π

−π

= 0, 0 < r < 1.
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Next we have, using Lemmas 1 and 2,
∣

∣

∣

∣

∫ 1

0

(1 − r2)q−1

(
∫ π

−π

∂2F

∂r2
dm

)q

r dr

∣

∣

∣

∣

≤

∫ 1

0

(1 − r2)q−1

(
∫ π

−π

∣

∣

∣

∣

∂|f ′|

∂r
(reit)

∣

∣

∣

∣

dm

)q

r dr

≤

∫ 1

0

(1 − r2)q−1

(
∫ π

−π

|f ′′(reit)| dm

)q

r dr

≤ C||f ||qA.

Finally,
∫ 1

0

(1 − r2)q−1

(
∫

∂F

∂r

dm

r

)q

r dr

=

∫ 1

0

(1 − r2)q−1

(
∫

|f ′(reit)|
dm

r

)q

r dr

≤

∫ 1

0

(1 − r2)q−1

(
∫
[

|f ′(0)| +

∫ r

0

|f ′′(ueit)| du

]

dm

r

)q

r dr

≤ 2q−1

{

||f ||qA +

∫ 1

0

(1 − r2)q−1

(
∫ r

0

M1(f
′′, u)

du

r

)q

r dr

}

≤ 2q−1||f ||qA + 2q−1

∫ 1

0

(1 − r2)q−1M1(f
′′, r)qr dr

≤ Cq||f ||
q
A.

Above, we used the fact that
∫ 1

0 (1 − u)q−1u−q/2 du = B(q, 1 − q/2), is
finite. Putting all these together the result follows.

Remarks. (1) To see that the restriction on q is necessary, take f(z) = z
so that |f ′(z)| ≡ 1. Then F (r, t) = r everywhere in the disc. It follows
that ∆F (r, t) = 1/r and the integral on the left above diverges if q ≥ 2.

(2) We needed p = 1 in order to be able to use the subharmonicity of F
which was crucial to our argument.

(3) The limitation on q noted above, holds for all p. We cannot expect a
general theorem along the lines of Theorem 1 to hold if we replace ∇F
by ∆F , as the example f(z) = z above shows.
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4. The boundary function

4.1. The case 0 < s < 1.

We recall that F (t), the boundary function of F (r, t), exists, finite or
infinite, for all t. We have shown that if 0 < s < 1, 1 ≤ p, q < ∞, and
if f ∈ As

pq, then

(6)

∫ 1

0

(1 − r2)q(1−s)−1

(
∫ π

−π

|∇F (r, t)|p dm

)q/p

r dr ≤ C||f ||qA.

Apart from its intrinsic interest, this result can be used to show that
F (t) is in the space Bs

pq on the circle; that in fact

||F ||B ≤ C||f ||B.

This is a direct analogue of Beurling’s result which he used to prove his
main result on capacity. The method is standard and has been used by
Hardy and Littlewood; see e.g. [14].

Theorem 4. Suppose that 0 < s < 1, 1 ≤ p, q < ∞. There is a constant
C = C(p, q, s) such that if f ∈ As

pq, then F ∈ Bs
pq and

(7)

∫ π

−π

|t|−1−sq

(
∫ π

−π

|F (v + t) − F (v)|p dm(v)

)q/p

dm(t) ≤ C||f ||qB.

Proof: Our first task is to show that F ∈ Lp(T ). Note that f ∈ As
pq

implies that (1 − r2)q(1−s)Mp(f
′, r)q = o(1), as r → 1, or Mp(f

′, r) =
o(1)(1 − r)s−1. Fix r < 1. It follows from the definition of F and from
Minkowski’s Inequality that

(
∫ π

−π

F (r, t)p dm

)1/p

≤

∫ r

0

Mp(f
′, u) du ≤ C,

where C is independent of r. Letting r → 1, the conclusion follows from
monotone convergence.

We write

(8) F (v + t) − F (v) = [F (v + t) − F (r, v + t)]

+ [F (r, v + t) − F (r, v)] + [F (r, v) − F (v)]

where r, 0 < r < 1, is at our disposal. Choose r such that 1 − r = t/π.

Observe that F (v + t) − F (r, v + t) =
∫ 1

r |f ′(wei(v+t)| dw. Taking the
Lp-norm with respect to the variable v we have

||F (v̇ + t) − F (r, v̇ + t)||p ≤

∫ 1

r

Mp(f
′, w) dw.
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Here and hereafter a dot over a variable signifies integration with respect
to that variable.

We proceed to estimate the || · ||B of each term on R.H.S. of (8). It
suffices to consider the integral from 0 to π only, and we shall use dt here
rather than dm(t).

(
∫ π

0

t−1−sq||F (·) − F (r, ·)||qp dt

)1/q

≤

(

∫ π

0

t−1−sq

(
∫ 1

r

Mp(f
′, w) dw

)q

dt

)1/q

.

Change the variable, letting w = 1−u/π. Put H(u) = Mp(f
′, (1−u/π)).

Since 0 ≤ u ≤ π, let H(u) = 0 outside this range. We now apply the
following inequality of Hardy [14], [8]: suppose q ≥ 1, l > 0, 0 ≤ g ∈
L(0,∞), then
(
∫ ∞

0

(
∫ x

0

g(y) dy

)q

x−l−1 dx

)1/q

≤ q/l

(
∫ ∞

0

(

xg(x)
)q

x−l−1 dx

)1/q

.

We apply this to the case where g = H/π, l = sq, and obtain
{

∫ π

0

1

t1+sq

(
∫ t

0

H(u)
du

π

)q

dt

}1/q

≤
1

s

{
∫ π

0

(

uH(u)

π

)q

u−1−sq du

}1/q

≤
1

s

{

1

πq

∫ π

0

u(1−s)q−1Mp(f
′, (1 − u/π))q du

}1/q

= C

{
∫ 1

0

(1 − w)(1−s)q−1Mp(f
′, w)q dw

}1/q

≤ C||f ||A.

Next, consider the second term F (r, v + t)−F (r, v) =
∫ t

0
∂F
∂θ (r, v + θ) dθ.

Again, by Minkowski’s inequality we have

||F (r, v̇ + t) − F (r, v̇)||p ≤

∫ t

0

∥

∥

∥

∥

∂F

∂θ
(r, v̇ + θ)

∥

∥

∥

∥

p

dθ

= t

∥

∥

∥

∥

∂F

∂θ
(r, θ̇)

∥

∥

∥

∥

p

.
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Letting t = π(1 − r),

J =

{

∫ π

0

t−1−sq

(
∫ π

−π

|F (r, v + t) − F (r, v)|p dm(v)

)q/p

dt

}1/q

,

the last observation gives

J ≤

{

∫ π

0

t−1−sqtq
∥

∥

∥

∥

∂F

∂θ
(r, θ̇)

∥

∥

∥

∥

q

p

dt

}1/q

≤

{

πq(1−s)

∫ 1

0

(1 − r)q(1−s)−1

∥

∥

∥

∥

∂F

∂θ
(r, θ̇)

∥

∥

∥

∥

q

p

dr

}1/q

≤ C||f ||A ≤ C||f ||B,

by Theorem 1, and the equivalence of the norms on f . The third term
on the R.H.S. of (8), F (r, v) − F (v), is dealt with in exactly the same
way as the first term, and (7) now follows.

4.2. The case s = 1.

We now consider the case s = 1 and ask which if any of the results
above hold for F .

Theorem 5. Suppose 1 ≤ q < 2. There exists a constant C = Cq, such
that if f ∈ A1

1q then F ∈ B1
1q, and

||F ||B ≤ C||f ||A.

Proof: We recall that ||f ||qA = ||f ||q1+
∫ 1

0(1−r2)q−1
(∫

|f ′′(reit)| dm
)q

r dr<

∞. Since A1
1q ⊂ As

1q for any s < 1, the fact that F ∈ L1(T ) follows from
the proof in Theorem 4. It is enough to show that

∫ π

0

t−1−q

(
∫ π

0

|F (v + t) + F (v − t) − 2F (v)| dm(v)

)q

dt ≤ C||f ||qA.

Recall that ∆2
t F (v − t) = F (v + t) + F (v − t)− 2F (v). For convenience,

write Lr(v) = F (v) + F (2r − 1, v) − 2F (r, v). This allows us to write

∆2
t F (v − t) = Lr(v + t) + Lr(v − t) − 2Lr(v)

− ∆2
t F (2r − 1, v − t) + 2∆2

t F (r, v − t).
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The first three terms are all of the same kind, and the last two terms
are also of the same kind. We choose 1 − r = t/π. Take a typical term
in the first group, Lr(v), and write it as

F (v) + F (2r − 1, v) − 2F (r, v)

=

∫ 1

r

|f ′(ueiv)| du −

∫ r

2r−1

|f ′(ueiv)| du

=

∫ 1−r

0

{

|f ′
(

(r + u)eiv
)

| − |f ′
(

(2r − 1 + u)eiv
)

|
}

du,

whence

|Lr(v)| ≤

∫ 1−r

0

{

∣

∣f ′
(

(r + u)eiv
)

− f ′
(

(2r − 1 + u)eiv
)
∣

∣

}

du

=

∫ 1−r

0

∣

∣

∣

∣

∫ r+u

2r−1+u

f ′′(weiv) dw

∣

∣

∣

∣

du

≤

∫ 1−r

0

∫ r+u

2r−1+u

∣

∣f ′′(weiv)
∣

∣ dw du.

The region of integration is a parallelogram in the uw plane. Let us now
switch the order of integration. If 2r − 1 < w < r, then the limits for u
are 0 < u < w− (2r− 1), while if r < w < 1, they are w− r < u < 1− r.
The last displayed double integral now becomes

∫ r

2r−1

(

∫ w−(2r−1)

0

|f ′′(weiv)| du

)

dw+

∫ 1

r

(
∫ 1−r

w−r

|f ′′(weiv)| du

)

dw

=

∫ r

2r−1

(

w − 2r + 1
)

|f ′′(weiv)| dw +

∫ 1

r

(1 − w)|f ′′(weiv)| dw.

First taking the L1 norm with respect to v, we get

||Lr(v̇)||1 ≤

∫ r

2r−1

|w − 2r + 1|M1(f
′′, w) dw +

∫ 1

r

(1 − w)M1(f
′′, w) dw.
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Next we calculate the outer norm of ‖Lr(v̇)‖ and apply Minkowski’s
Inequality to get

(
∫ π

0

t−1−q‖Lr(v̇)‖q
1 dt

)1/q

≤

(
∫ π

0

1

t1+q

(
∫ r

2r−1

|w − 2r + 1|M1(f
′′, w) dw

)q

dt

)1/q

+

(

∫ π

0

1

t1+q

(
∫ 1

r

(1 − w)M1(f
′′, w) dw

)1/q

dt

)1/q

= T1 + T2.

Starting with T1, we change the variable. Let w = 2r−1+y/π and note
that y = 0 when w = 2r − 1 and y = t when w = r. Then

T1 ≤

(

∫ π

0

t−1−q

(

1/π2

∫ t

0

yM1(f
′′, 2r − 1 + y/π) dy

)q

dt

)1/q

.

Applying Hardy’s Inequality to the R.H.S. with g(y) = yM1(f
′′, 2r −

1 + y/π), l = q, gives

T1 ≤

(

π−2q

∫ π

0

t2qM q
1 (f ′′, 2r − 1 + t/π)t−1−q dt

)1/q

≤ π−2

(
∫ π

0

tq−1M q
1 (f ′′, r) dt

)1/q

= π−2

(

πq

∫ 1

0

(1 − r)q−1M q
1 (f ′′, r) dr

)1/q

≤ C||f ||A,
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for some absolute constant C. A similar argument applies to T2. This
time we let w = 1 − y/π and note that y = t when w = r. We have

T2 ≤

(

∫ π

0

t−1−q

(

1/π2

∫ t

0

yM1(f
′′, 1 − y/π) dy

)q

dt

)1/q

≤

(

π−2q

∫ π

0

t2qM q
1 (f ′′, 1 − t/π)t−1−q dt

)1/q

= 1/π

(
∫ 1

0

(1 − r)q−1M q
1 (f ′′, r) dr

)1/q

≤ C||f ||A.

This takes care of the three terms of the first type. Next consider a
term of the second type. Lemma 5 allows us to apply the Fundamental
Theorem of Calculus:

∆2
t F (r, v − t) =

∫ t

0

∂F

∂x
(r, v + x) dx −

∫ t

0

∂F

∂x
(r, v − t + x) dx

=

∫ t

0

(
∫ t

0

∂

∂y

(

∂F

∂x
(r, v − t + x + y)

)

dy

)

dx

=

∫ t

0

(
∫ t

0

∂2F

∂y2
(r, v − t + x + y) dy

)

dx,

due to the fact that differentiation with respect to x is the same as
differentiation with respect to y. From this it follows that

||∆2
t F (r, v̇ − t)||1 ≤

∫ t

0

∫ t

0

∥

∥

∥

∥

∂2F

∂y2
(r, v̇ − t + x + y)

∥

∥

∥

∥

1

dy dx

= t2
∥

∥

∥

∥

∂2F

∂v2
(r, v̇)

∥

∥

∥

∥

1

.

The last step is to take the outer norm involving integration with respect
to t. In doing this we invoke Theorem 3 which was a result about the
A-norm of F . We claim that
(
∫ π

0

t−1−q‖∆2
t F (r, v̇ − t)‖q

1 dt

)1/q

≤

(
∫ π

0

t−1−qt2q

∥

∥

∥

∥

∂2F

∂v2
(r, v̇)

∥

∥

∥

∥

q

1

dt

)1/q

=

(

πq

∫ 1

0

(1 − r)q−1

∥

∥

∥

∥

∂2F

∂v2
(r, v̇)

∥

∥

∥

∥

q

1

dr

)1/q

≤ C||f ||A.



392 D. Walsh

To see this, we use the fact that
∥

∥

∥

∥

∂2F

∂v2
(r, v̇)

∥

∥

∥

∥

1

≤ r2||∆F (r, ·)||1 + r

∥

∥

∥

∥

∂F

∂r
(r, ·)

∥

∥

∥

∥

1

+ r2

∥

∥

∥

∥

∂2F

∂r2
(r, ·)

∥

∥

∥

∥

1

.

Our claim will follow if we can show that each of the three terms on the
right hand side satisfies the last inequality in the previous display. But
we have already seen in Theorem 3 that each is bounded by C||f ||A for
some absolute constant C. We know that ||f ||A ≡ ||f ||B. Putting all
these considerations together the result follows for this case.

Remark. If q = 1, then f ∈ A1
11 and it is easy to see that this implies

that f ′ ∈ H1. This implies further [7] that f is absolutely continuous
on T . We have further

Proposition 1. If f ∈ A1
11, then F is absolutely continuous on T .

Proof: First, observe that it follows from the Fejér-Riesz Inequality [7]
that F (t) is finite everywhere:

∫ 1

−1

|f ′(ueit)| du = F (0) + F (π) ≤ 1/2

∫ 2π

0

|f ′(eit)| dt.

We know from the previous theorem that F ∈ B1
11. Hence the Riesz

projection PF ∈ A1
11 and is therefore absolutely continuous. Since a

similar remark applies to (I − P )F , the result follows.

5. The exceptional set

5.1. Alternative characterizations.

Suppose that f is a function on T with Fourier series f(eit) ∼
∑∞

−∞ aneint. We shall denote the fractional derivative of order s of f
by Dsf where

Dsf(eit) ∼

∞
∑

−∞

(in)saneint.

The Bessel potential space Lp
s is defined to be the space of functions

whose fractional derivatives of order s are in Lp; see Appendix 2.6 of [12].
We shall make use of the following inclusion [14]:

Bs
pp ⊂ Lp

s, 1 < p ≤ 2.

By the Hausdorff-Young theorem [7], we have for such p,

(9)

(

∞
∑

−∞

nsp′

|an|
p′

)1/p′

≤ ||Dsf ||p.
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In [4], Beurling considered functions f on the unit circle T which belong

to B
1/2
2 , and described the set E of points eix for which the symmetric

derivative,

lim
h→0

1

2h

∫ x+h

x−h

f(t) dt,

fails to exist. He proved the remarkable result that the set E coin-
cides with two other sets of points, (i) the set of points on T for which
the Fourier series of f diverges, and (ii) the set of points eix for which
limr→1 f(reix), the radial limit of the Poisson integral of f on the unit
disc D, fails to exist. Beurling showed that this set E has logarithmic
capacity zero. The first of the following lemmas, due to Fejér, was used
by Beurling in his work and is stated here just for comparison; the second
is easily proved.

Lemma 6. Suppose that g(z)=
∑∞

1 bnzn, |z| < 1, and that
∑∞

1 n|bn|
2 <

∞. Suppose also that the radial limit, limr→1 g(r), exists and equals B.
Then

∑∞
1 bn = B. Conversely, if the series converges then the radial

limit exists and they have the same value.

Lemma 7. Suppose that sn ≥ 0 for all n ≥ 1 and that
∑∞

1 sn converges.
Then 1/n

∑n
1 ksk → 0 as n → ∞.

Suppose that a0 = 0 for convenience. It is clear that

(10)
1

2h

∫ x+h

x−h

f(t) dt =
∞
∑

−∞

an
sin nh

nh
einx.

We remark that the series on the right converges absolutely if f ∈ Lp,
1 < p, which will be true for the cases we have in mind. Suppose now
that f ∈ Bs

pp where 1 < p ≤ 2 and s ≥ 1/p. Suppose that f has the

property that limr→1 f(reit) exists and equals B. We can show that the
series

∑∞
−∞ aneint also converges to the same value B and conversely.

Further, the symmetric derivative of f exists at eit and has the value B
also. Since the space Bs

pp contains the conjugate of each of its members,
it suffices to consider analytic f ∈ As

pp.

Theorem 6. Suppose that 1 < p ≤ 2, f ∈ As
pp for some s ≥ 1/p and

f(z) =
∑∞

1 anzn. Suppose also that the radial limit, limr→1 f(reix),
exists and equals B. Then

∑∞
1 aneinx converges to the same sum B.

Conversely, if the series converges then the radial limit exists and they
have the same value.
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Proof: From (9) we know that
∑∞

1 nsp′

|an|
p′

< ∞. Consider the differ-
ence

sn(eix) − f(reix) =

n
∑

k=1

akeikx(1 − rk) −

∞
∑

n+1

akrkeikx = T1 + T2.

Using the fact that 1 − rk ≤ k(1 − r) we have, by Hölder’s Inequality
and Lemma 8,

|T1| ≤

n
∑

1

k|ak|(1 − r) = (1 − r)

n
∑

1

ks+1/p′

|ak|k
1−s−1/p′

≤ (1 − r)

(

n
∑

1

k1+sp′

|ak|
p′

)1/p′
(

n
∑

1

k1−sp

)1/p

≤ (1 − r){o(n)}1/p′

n(2−sp)/p

≤ (1 − r)n1+1/p−so(1).

Next, consider the second term and use Hölder’s Inequality again,

|T2| ≤

∞
∑

n+1

|ak|r
k =

∞
∑

n+1

ks|ak|k
−srk

≤

(

∞
∑

n+1

ksp′

|ak|
p′

)1/p′
(

∞
∑

n+1

rkpk−sp

)1/p

≤ o(1)n−srn(1 − r)−1/p.

Both terms can be made small provided that

(a) (1 − r)n1+1/p−s ≤ M, say;

(b) (1 − r)nsp ≥ 1.

Comparing the index sp with 1 + 1/p − s, we see that if (1 − r)nsp = 1
then (a) is satisfied if and only if sp ≥ 1. It follows therefore, that
if sp ≥ 1, then the difference can be made arbitrarily small as n → ∞,
or, equivalently, as r → 1. Consequently, the first statement of the
theorem follows. But the same argument applies equally to the second
statement, and the theorem is proved.

It is a pleasant fact that the same argument can be readily adapted
to prove the second equivalence, that the symmetric derivative exists at
a point if and only if the Fourier series of f converges at that point.
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Theorem 7. Suppose that p, s, f are as above. If
∑∞

1 akeikx con-

verges with sum B, then limh→0

∑∞
1 akeikx sin kh

kh exists and equals B,
and conversely.

Proof: We consider a difference as before with f(reix) replaced by
∑∞

1 akeikx sin kh
kh , and write it as a sum of two terms T1 + T2. Choose n

initially so that nh is bounded. For T2 we have

|T2| ≤ 1/h
∞
∑

n+1

ks|ak|k
−1−s ≤ 1/h

(

∞
∑

n+1

ksp′

|ak|
p′

)1/p′
(

∞
∑

n+1

k−p−sp

)1/p

≤ o(1)n−1−s+1/p/h.

To estimate T1, note that there exists a constant M such that |1 −
sinx/x| ≤ Mx2, for |x| ≤ 1. By a familiar argument,

|T1| ≤

n
∑

1

|ak|

∣

∣

∣

∣

1 −
sin kh

kh

∣

∣

∣

∣

≤ Mh2
n
∑

1

ks+1/p′

|ak|k
2−s−1/p′

≤ Mh2

(

n
∑

1

ksp′+1|ak|
p′

)1/p′
(

n
∑

1

kp−sp+1

)1/p

≤ Mh2{o(n)}1/p′

n1−s+2/p

= Mh2n2−s+1/po(1).

If we choose nh = 1 for our initial condition, the difference will be small
provided

(i) n1+s−1/ph ≥ 1;

(ii) n2−s+1/ph2 ≤ M ′, say.

For these conditions to be compatible we require s ≥ 1/p. It follows
that |sn(eix) −

∑∞
1 akeikx sin kh

kh | → 0 as h → 0, and the first statement
is proved. The converse is proved in the same way.

Remarks. (1) What the above really shows is that the case s = 1/p is
the crucial value. If s > 1/p and f ∈ Bs

pp, then f is continuous, indeed
f belongs to the little Lipschitz class λβ , for every β < s − 1/p, [12,
p. 321]. Consequently, its Poisson integral is continuous on the closed
disc. Furthermore we know from Theorem 10.8 of Chapter 2 of [18], that
the Fourier series of f converges uniformly to f on the circle. Therefore
the last two theorems are trivial in case s > 1/p. However, if s < 1/p,
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then Bs
pp is not contained in Lr for any r > 1 such that 1/r < 1/p − s,

[12, p. 321].

(2) In the proofs above we made essential use of Hölder’s Inequality and
the fact that p > 1. Further, we required s ≥ 1/p. For the case s = p = 1,
f ∈ B1

11, the Fourier series of f is uniformly absolutely convergent on
the circle. To see this, let us assume f ∈ A1

11, as we may. We know that
this implies that f ′ ∈ H1 or f(eix) is absolutely continuous. But in that
case

∑∞
1 |an| < ∞ [7], and the uniform convergence follows. It is also

immediate from the preceding and (10), that the symmetric derivative
exists at every point on the circle.

5.2. An application.

Suppose that f is any summable function on T . Let us define the
exceptional set E(f) to be the set of points eix on T for which
limr→1 f(reix), the radial limit of the Poisson integral of f on the unit
disc D, fails to exist.

Our object here is to look at the size of the set E(f) in case f belongs
to some Besov space. This will require a notion of capacity associated
with the space Bs

pq, denoted by C(·; Bs
pq). We assume henceforth that

1 < p, q < ∞. Consider the dual pairing

〈f, g〉 =

∫ π

−π

f(eix)g(eix) dm.

It is well known that with this dual pairing, the dual space of B = Bs
pq

is B∗ = B−s
p′q′ which is a space of distributions and we refer to [1] and [12]

for the definition. We state the following (dual) definition of capacity [1].
For a closed set K ⊂ T , the capacity of K is

C(K; Bs
pq) = sup

{

µ(K) : ‖µ‖B∗ ≤ 1
}

,

where the sup is taken over all positive measures µ on the circle which
belong to the dual space B∗ = B−s

p′q′ , and the norm is the norm in the
dual space. The definition may now be extended to an arbitrary set G
by means of a standard procedure; see Chapter 2 of [1]. If p = q = 2,
s = 1/2, this capacity is equivalent to the logarithmic capacity. First we
consider the exceptional set E′ for F , E′ = {eix : F (x) = ∞}.

Theorem 8. Let 1 < p, q < ∞, 0 < s < 1 and f ∈ As
pq. With E′ defined

as above,

C(E′; Bs
pq) = 0.
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Proof: Letting E′
m = {eix : F (x) > m}, it is clear that E′ =

⋂

m E′
m.

Since F is lower semi-continuous [4], it follows that E′ is a Gδ set. Let
µ be a positive measure in B∗. The dual pairing of F with µ, namely
∫ π

−π
F dµ, is defined since F ∈ Bs

pq by Theorem 4, and it satisfies
∫ π

−π

F dµ ≤ ||F ||B||µ||B∗ < ∞.

But this implies that µ(E′) = 0 since F (x) = ∞ on E′. Since this holds
for all µ, it follows that C(E′; Bs

pq) = 0 and the proof is complete.

The following corollary is significant only for s ≤ 1/p by an earlier
remark.

Corollary 1. Let 1 < p, q < ∞, 0 < s ≤ 1/p and f ∈ Bs
pq. Then

C(E; Bs
pq) = 0.

Proof: It suffices to take f ∈ As
pq. Suppose that limr→1 f(reix) does

not exist; it is readily verified that the radial variation of f at eix is
infinite, F (x) = ∞. Consequently E ⊂ E′, and the result follows from
the theorem.

Remark. For the special case in which f ∈ Bs
pp with s ≥ 1/p, 1 < p ≤ 2,

we know from Theorems 6 and 7 that much more can be said: the
exceptional set E(f) coincides with the set of points eit at which the
Fourier series of f ,

∑∞
−∞ aneint, fails to converge, and also at which the

symmetric derivative of f fails to exist.
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