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1. I ntroduction

Anaogicd reasoning is a ubiquitous process playing a pivotal role in many disparate
cognitive proceses from induction, through metapha interpretation, to credivity. We
examine the role of analogy in credive reasoning highli ghting the many simil ariti es between
both reasoning medhanisms. We interpret credivity as the seach for some source analogue
with which to reinterpret a given target domain. Such a mapping has the atradive quality that
it explains anomalies in the aurrent target interpretation. We have dosen as a basis for a
detail ed examination, creaivity within the science domain as we fed that this offers the best

oppatunity for computational modelli ng.

To suppat credive reasoning we require gred flexibility in the retrieval and mapping phases,
to suppat the formation d semanticdly distant mappings. However, this flexibility will
inevitably result in the generation o invalid analogies, which shoud be rgeded as ealy in
the validation stage & possble. In this paper we focus on retrieval and mapping and
particularly their influence upon the validation mechanism. We dso review previous work

which may be mmplementary to ou retrieval, mapping and validation procedures.

Whil e the full extent of creaivity encompasses many domain spedfic processes beyond the
scope of analogy, we focus on processes related to badkground knevliedge - or Long Term
Memory (LTM). We fed that an examination o the dfeds and influences of an LTM
provides ome valuable insights into the analogicd process and thus credivity itself. The
overal aim of this paper then, is the development of a wmputational model cgpable of
suppating credive reasoning, andin pursuit of this goal we avail of previouswork in the aea

of analogicd reasoning.



We fed that no stage of analogicd reasoning or credivity may be alequately modelled free
from the influences of the other stages. Our integrated model examines analogy as a form of
memory embedded reasoning, and results diredly from a hdlistic view of anaogy. The
operation d ead stage depends diredly upon the information supdied by the precaling
stage, and onthe underlying memory contents. Focusing on an individual stage diminates the
influence of interadions between stages, significantly reducing the scope and complexity of
that individual stage. Furthermore, indired interadions between nonsequential stages may
not be identified by the constrained models, such as the requirements placeal uponretrieval by

the validation process.

We focus on scientific rather than artistic aedivity because its well structured and
identifiable concept boundxries lend themselves more readily to computational modelli ng.
Seoondy, scientific aedivity generally addresses gedfic limitations with the acceted
understanding of some acncept. Finaly, an identified problem area ca be used as a target
domain, serving as the basis for a seach for a suitable source Thus, we might utili se the
results of yeas of work in analogicd reasoning to develop a useful model of this credive

process

2. Creativity

True aedivity is ometimes sid to lie not in seang new things, bu in having new eyes.
Thus, we see the familiar afresh, gaining a new understanding or appredation o it. For
example, we might view atriangle & a planar objed with three sides, or as a planar objed
with three agles;, with ead interpretation hghlighting different aspeds of it. Scientific
credivity is required where eisting analogies which are used to structure and understand
some domain, are foundto have spedfic limitations. This identifies certain fads which lie
outside the existing understanding, as anomalous information within the genera theory, if you
will. The arrent analogy ladks the descriptive power to cover al relevant fadors of the
domain. Sometimes even, those fadors which lie beyond the analogy are reasonably well
known in their own right. Kekul€'s original carbon chain analogy for example, explained

many moleaular structure but couldn’t explain the structure of the CgHg moleaule. Thiswas a



well documented moleaule, bu its observed behaviour was contradictory to that predicted by
the Carbon Chain analogy (which predicted a highly readive substance due to all the unused

Carbon bond). A new interpretation which resolved the gpparent anomali es was required.

Credivity is usually examined as a seach for inspiration, wherein we look for new analogies
with which to restructure or reinterpret old knowledge (Boden, 1994. Viewing sound as
waves upon the water or the heat as a pump introduces new ways of understanding old,
though ill -understood concepts. Hadamard described Credivity as being composed of the
foll owing stages :

1) Preparation

ii) Incubaion

iii) llumination

iv) Verification
As we shall seg eat o these stages has a paralel in Analogicd Reasoning. We shall focus
on the incubation, illumination and verification phases, which we liken to the retrieval,
mappng, and validation phases of analogy. It isthis smil arity between analogy and credivity

which we use & the basis for aredisable mmputational model of credive reasoning.

There ae agrea number of posgble source anal ogues which could have served as inspiration
for Kekulé s carbonring; from buckling his trouser belt in the morning, or repairing a bicycle
chain, to collaring his dog for a walk at night. We require amethod d discovering the
required structural similarity between some problem domain and any appropriate source
domain. However, to adhieve this we must also have amethod d rejeding invalid source
domains, preferably with minimal computational expense. It is one of our basic premises that
not every domain which beas a structural similarity to a given target domain, can ad as the
source of credive insight. Indeead, we partly adopt an oppaite but complementary position;.
that is how do we identify source domains which athowgh they have the required
systematicity, canna suppat valid credive insight.

A source domain o six clouds could, concavably, have served as Kekulés source of

inspiration, eat cloud keing mapped to a CH group (Figure 1), and the douds then adopting



the gpropriate formation. However, the source domain might aso include information
whereby these douds coalesce, forming one large doudwith the original entiti es vanishing in
favour of the new entity. Any attempt to transfer the “coalesce” predicéae to the target shoud
result in the validation mecdianism rgeding the inter-domain mapping. The malesce
predicae ould be rejeded as any combination d the target atoms could nd result in their
identities being lost. Coalesce would be restricted to mass nours and the use of non-mass
nours with this predicate would be trapped as a validation failure. This restriction on
predicae gplicability applies not just to coalesce bu to al predicaes. Differentiating

between useful and useless ®urce analoguesis aprime ansideration d this paper.
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Figure 1 : The CarbonChain

We now examine some existing models of analogicd mapping, asit is this phase which is the
driving force behind structure based reasoning. This will serve to highlight the requirements
of the retrieval phase, while dso determining the types of validation required orce inter-

domain mappings have been generated.

3. AnalogyModelsfor Creative Reasoning

Metapha and analogy have been studied since the days of Aristotle, with Lakoff and
Johrston (1980 highlighting its ubiquity in cognition. It was Gentner’s (1983 identificaion
of the ceatral role of the inter-domain mapping which sparked the development of
comprehensive computational models of this process These models take domains represented
by predicae cdculus assertions, and attempted to identify the best set of 1-to-1 mappings
between damains. This dage culd be described as the heat of analogy, as gructural
similarity is the guiding force behind the formation o anaogies. Typicdly, analogica
reassoning is divided into a number of successve steps, as follows (from Keane, Ledgeway
and Duff, 1999 :

i) Representation of problem knowledge



i) Retrieval of required information

iii) Mappng between damains

iv) Transfer of new information

V) Validation of the inter-domain mapping

vi) Induction of new informationin target domain

Representation d the gopropriate knowledge can be seen as preparing for credivity, and may
include aquiring relevant information abou the target domain. Retrieval is smilar to
incubation in that we await suitable inspiration by conscious and sub-conscious processes, or
as prompted by externa events. Illumination is best described as the phase wherein the new
analogy is edfied, which transforms our understanding of the problem domain. This is the
stage during which Kekulé generated the famous analogy between the cabon chain and the
snake with its tail in its mouth. The Illumination phese generates a whole new conceptual

spacewhich can then be explored.

Our computational model of credive reasoning becomes athreestage process(Figure 2). This
separates the purely credive dement, from reasoning within the target domain abou the new
interpretation. This can be seen as litti ng the validation phase in two, the first part validates
the structure of the transferred knowledge, and the second helf requires domain speafic

expert reasoning within the target domain using the transferred knowledge.
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Figure 2 : The Integrated Model of Analogy

Clealy credivity is atime @nsuming process requiring many iterations through the filtering
mechanism outlined in Figure 2. The output of ead iteration is me new interpretation o
the problem domain, bu may prove to be one with no dscernible alvantage over previous
Interpretations. However, such apparently fruitl essinterpretations may ultimately prove useful

by providing the inspiration for afurther retrieval episode which delivers an all encompassng



explanation. Thus the "bea®n seach” medanism iteratively focuses in on the required
domain description. (as described below).

3.1. Mapping
The most widely analysed phase of analogy is mapping, with most models treaing this as the

red core processin analogy. An ealy and ndable model of analogy is SME, the Structure
Mapping Engine (Falkenhainer, Forbus and Gentner, 1986, which performs a depth-first
seach for the optimal set of inter-domain mappings. As with most models, the mapping
phase plays the most important part, with the other phases receving little dtention. SME
validated the importance of systematicity by computationally reproducing some results of
observed human behaviour for a variety of problems. It aso helped to highlight the
importance of numerous other fadors which aso influence the overal process Falkenhainer
and Oblinger (1990 addressed SME’s computational efficiency problems by including a

pragmatic “hill -climbing” heuristic in the search medanism.

Holyoak and Thagard’s (1987 Anaogicd Constraint Mapping Engine (ACME) is a neural
network for parallel constraint satisfadion which generates sub-optimal inter-domain
mappings. ACME spawns a new “tumour” of solution nodes for every mapping problem,
disappeaing once the solution hes been computed. It does however include pragmatic and
other constraints uponthe mapping process Keane, Ledgeway and Duff’ s (1994 Incremental
Anaogy Madine (IAM) is a more psychdogicdly plausible model of reasoning, refleding
the way in which inter-domain mappings are compiled incrementally, rather than being
identified in asingle operation. A new version d SME cdl ed Incremental-SME (I-SME) was

developed (Forbus et al, 1999, growing the inter-domain mapping in an incremental manner.

An important and frequently overlooked constraint upon models of analogy is their
computational feasibility, espedally becaise identifying the optimal inter-domain mapping in
the set of NP-Complete problems (Vede et al, 199§. Any model attempting to find an
optimal solution to an NP-Complete problem, can na be mnsidered a pradicd and scdeale
problem solving tod. For a ammparison d the computational feasibility of SME, ACME and
Sapper, seeVede et al (1995. The Sapper moddl (Vede, 1997 is a very efficient model for



identifying inter-domain mappings, scding approximately linealy with problem size. It isa
joint locdist-conredionist and symbalic model which uses greading adivation as a basis for
identifying mappings between two concepts gored in an integrated memory. In common with
other sub-optimal algorithms, this is achieved by guaranteeng the systematicity of the final
mapping, bu not its optima size. Sapper highlights the alvantage to be gained by the

efficient use of alocdist-conredion representation.

It shoud be noted that there ae awide variety of constraints uponthe Analogicd Reasoning
process which have yet to be moddled in detail. See Holyoak et al (1999 for a
comprehensive list of these fadors, athough the exad interplay between these @nstraints
during the problem solving process is anything but clea. This in part, prompted the
development of models like LISA (Hummel and Holyoak, 1996, which focus on the role of
anaogy in Induction more than onthe mapping problem itself. A grea ded of simulation and
analysis will have to be mmpleted to uncerstand the interadions between these fadors, and

before aty comprehensive model of analogy can emerge

This paper describes a new model of analogicd reasoning which attempts to address a
broader range of isaues, focusing on mapping but also addressng validation issies. This
model is broadly in line with the Sapper model for metaphar interpretation (Vede, 1997, in
using alocdi st-conredionist memory model and a symbalic matching comporent. The inter-
domain mapping is built-up from partial mappings derived from the domain description.
Additionally these description are stored in an integrated store of badkground knavledge
which includes the domain descriptions. Our model uses this integrated memory as the store
of “hidden” credive analogues, and also as the knowledge structure against which to validate

new credive interpretations.

Mapping the multiple cabon atoms of the smple cabon cluster (Figure 1, in bdd) to the
snakes body, we dose the loop just as the snake bites its tail. Kekul€'s famous analogy
however does not automaticadly and uriquely leal to the generation d a ring of 6 Carbon
atoms. The small est such ring structure is the triangle (Figure 3a) - assuming that the mapping

occurs between the cabon chain and the snakes body, and nd between the hydrogen atoms



and the snakes body. However, we ae left with a number of inferences in the target domain
which are implicit within this mapping, and which lie contrary to a @nsistent new
explanatory model of our CgHg domain. Since Kekulé€' s focus was CgHg nat C3H3, Figure 3a
might have scaded upto the cnstruct in Figure 3b, bu here too we ae left with inferencesin
the target domain which contradict our basic requirements (as dored in long term memory).
Validation rgeds sme source domains (though na al invalid sources can be regeded
withou reasoning in the target domain), as transferred knowledge “clashes’ with structural

requirements target domain requirements.

\H /2 cn_
H\C/_\CH/ HC\C‘ c‘:/CH HC CH
H H

(a) (b) H H
(©)

Figure3 : Alternative Interpretations of Kekule's Carbon

There being littl e semantic similarity between carbon atoms and a snakes body, credivity
requires a flexible mapping process We caina rely on predicae identicdity to constrain the
number of mappings which must be entertained, and even predicate similarity may fail to
retrieve useful source domains. Thus the validation stage must assuume most of the
resporsibility for accepting or rgjeding potential sources, preferably rejeding invalid sources
as on as posshle. This fador in particular indicaes that Gentner’s predicae identicdity
constraint isless sgnificant in creaive analogies than those used for leaning, description, o

explanation.
3.2. Retrieval

Finding a new interpretation d a given danain will require agreda ded of seaching, but any
suitably structured source domain can serve the aedive need. Previous work in analogue
retrieval has srved to highlight the difficulty and computational expense of discovering a
suitable source for any given target. Searching is the driving force behind ou model of

credivity, and therefore it will have adefinite impad uponthe mapping and vali dation stages.



Thus, we nedal to examine structure-based searching before proceading to the latter stages.
Typicdly in the science domain, there is a nation d what lies within the problem domain,
though its exad boundiries may be unclea. Kekulé for example, knew his problem centred
aroundthe CgHg moleaule. Target domain contents then, can serve & the basis for the aedive

seach.

Two ndable retrieval models are MAC/FAC and ARCS with bah operating in a two stage
manner. MAC/FAC "Many Are Called bu Few Are Chaosen” (Gentner and Forbus, 1991 uses
the identicdity constraint as a basis for seleding multi ple dternative source domains from an
extensive memory base. These domains are then assessed for structural similarity to the
target, as performed by SME (Falkenhainer, Forbus, and Gentner, 1989. The best domain
identified is sleded as the favoured sourcefor the given target analog. ARCS (Thagard et al,
1990 first identifies potential sources using a similarity metric being based on WordNet.
Eadh identified source is asses=d for structural similarity to the target using an ACME
(Holyoak and Thagard, 1989, identifying the largest systematic domain. MAC/FAC and
ARCS employ identicdity and simil arity-based constraints to reduce the number of potential
source domains to be analysed. Creaive reasoning however often relies on between-domains
mappings, lying beyond the scope of identicdity and simil arity constraints. Credivity would
be better served by a retrieval operation which traverses memory seeking out successvely

more distant domains until a suitable sourceis found.

Case Based Reasoning has also addressed the issue of retrieving semanticdly distant and
locd source domains, given some target description. KDSA Knowledge Direded Spreading
Activation (Wolverton, 1993 system however, has siccesSully been used to retrieve
semanticdly distant sources from a cae base represented as an integrated semantic network.
This technique relies on a “bea®n seach” to iteratively traverse the semantic network, ead
step identifying a new “bea®n” from which searcching may proceel. The dtradive fedure of
KDSA is that not every bea®mn represents a maximum of the @rrespondng heuristic
evaluation function enabling the retrieval of semanticdly distant analogues. KDSA does
retrieve agrea many analogues during its ach process eat of these being filtered ou by a

validation mechanism. Validation also fadlit ates retrieval by seleding or rejeding a beamn



for the next seach. Any credivity model similarly, must exped to retrieve agrea many
source domains before auseful one is discovered. Thus, after the retrieval and mapping

stages, we will neal to filter out invalid sources as quickly and efficiently as possble.

As pointed ou by JohrmsontLaird (1989 analogue retrieval is esentialy an intradable
problem. In common with approadies to solving NP-complete problems like the Travelling
Salesman Problem, the focus lies on the usefulness of a generated solution and nd on the
difficulty with which solutions are found.The am then is not to creae an algorithm which is
guarantead to produce profound nowl analogies within a given time-frame, bu to produce
algorithms which are cgable of generating a aedive product. The problem then becomes an

effort to reducethe potential search spaceto more manageable propartions.

Using target knowledge lying outside the aurrent interpretation as a basis for seach is as
likely to exclude aurrently understood information as creae auseful mapping. Thus we must
rely on a least some domain knowledge to constrain the seach space We may chocse to
move between "high level" domains of interpretation to find a novel source, as fmantic
distance from the aurrent interpretation is the only quality which can be expeded of a novel
interpretation. Many retrieval algorithms ladk this ability to retrieve semanticdly distant
analogues, and thus may have limited applicability within credive retrieval.

Credivity requires finding new interpretations of old data, and acardingly old interpretations
shoud play no part in this process Credive seach shoud use & “inspiration” pure target
domain information and nd our current interpretation o it, thereby de-conceptualising
(Indukhya, 1997 the target domain. Standard reasoning benefits gredly from multiple
interpretative analogies suppating multi ple manipulations of the problem domain (atriangle
has threesides, or atriangle has three angles, it encloses an areg. During credive reasoning
however, droppng these interpretative analogies allows only "pure" problem domain
information to influence the analogicd processes. The aility to remove airrent
interpretations may be eaier to model computationally that for humans to achieve, indicating

that computers may have agreder potential for credivity than humans.



The atributes and predicates of a standard chain description for example, shoud play no part
in determining our new interpretation d CgHg. Thus we shodd na think of the dain in
Kekul€'s carbon chain, bu rather abou the cabon and hydrogen atoms and the bonds they
form. Had Kekulé thouwght of chains, he might never had his shake inspired analogy. Only the
information previously transferred to the problem domain (such as its dructure) and all other
same domain data shoud be invalved. Determining domain boundries and eliminating the
current interpretation d the problem may prove adifficult task in scientific credivity, and

perhaps an impaossble one for models of artistic aedivity.

As previoudly stated, numerous urce domains could have fill ed Kekul € s requirements. For
example tying his trouser belt or fixing a bicycle-chain invalves the necessary transition from
open to closed geometric space or from linea to circular shape. Such damains may be
retrieved by exploring the chain danain or nating that both the cabon chain and trouser belt
ha anumber of common fedures. The resultant mapping might be driven by and based upon
mapping the ends of the cabon chain to the ends of the belt, and the belt notches to the
cabonchain. Then closing the belt beames attaching the two unwsed carbon bong together,
forming a cabon ring with six instead of eight unused carbon bond. This may then be

completed by all owing multi ple bonds exist between two carbonatoms.

Because of the diversity of inspiration which can usefully serve the purpose of credivity,
amost any retrieval medanism could be usefully employed. However, the use of a “bea®n
seach” technique dlows a greaer range to the seach, enabling the discovery of semanticaly
distant analogues. This iterative model of analogue retrieval alows fealbadk from an
unsuitable source domain to influence succealing retrieval episodes. Retrieving a nonlinea
sourcedomain may not result in the required credive analogy, bu may map alarger subset of
target information than linea sources indicding that we ae in a potentially more useful
domain than before. Having sufficiently diverse mntents within in long term memory

however, may be far more aiticd than the seach medanism operating on that memory.



3.3. Validation of Transferred Knowledge

The ned for validation isrooted in the redi sation that nat every structural similarity can form
the basis of credive insight. The mere a¢ of seeang something in a new way can be no
guarantee that this new perception will suppat new and wseful inferences. It is even less
likely that the new perception will explain al previously understood knavledge, and
additionally explain any previously inexplicable fads. The problem then is to courterad
increase retrieval flexibility with a mecdhanism that will reaily rged invalid sources,
alowing patentially useful sources to propagate through to later stages of processng. Idedly
we would like to validate eab mapping as ealy as possble avoiding unrecessary reasoning
abou the new target interpretation. Validating the mapping itself seems impassble because,
as drealy stated, we require maximum flexibility in the mapping stage. We require some
other way of rgeding impotent sources, preferably withou exploring the entire new

conceptual space

Structural validation can be adieved in a number of ways, such as validating the retrieval by
ensuring the required structural similarity exists. The n-ary restriction is frequently used as a
basis for restricting the complexity of the mapping process however the LISA mode
(Hummel and Holyoak, 1999 allows n-ary violation (i.e. multi ple binary predicates may map
onto a single n-ary predicae -a kind d mental array). In this paper we focus mainly on
ensuring the compositional integrity of predicaes, asit is predicae structure which isintegral
to analogicd reasoning, and thereby to credivity. Our particular interest lies with the
transferred information and its interadion with badkground knavledge. The ealiest identifies
invalid transfers, basing rejedion onthe fad that they induce structural errors in the target
domain. The latter and more expensive validation requires general reasoning abou target
domain knowledge, bu the first clealy lies within the redm of analogy and can be performed

relatively inexpensively.
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Figure 4 : Invalid Knomedge Transfer

Using Kekul€ s analogy between the cabon chain and the snake, we @uld envision the snake
dying and perhaps decging on the desert floor (perhaps the Hydrogen atoms are mapped to
the desert floor). However, any attempt to transfer a “die” predicae to the chemistry domain
shoud be trapped as an invalid knowvledge transfer (Figure 4). The dying relationship as used
within the knowledge base gplies to living things, so the validation mecdanism can quickly

rejed an attempt to apply this predicate to inappropriate aguments.

We use asimilarity based transfer validation medanism, wherein the transferred knowledge
has to be sufficiently similar to badground knavledge for validation. This avoids the
generation d anomalies within the knowledge base, such as the dying Carbon atoms. To
determine whether a transferred predicate is sufficiently similar to previous usage, we use a
simple similarity metric which is relatively inexpensive to compute (Tversky's, 19779.
Validation is a binary medianism which ensures that the target domain has sufficient feaures

to suppat the transferred predicae a used in the target domain.
F(a b)>F@a-b)+Fb-a)

A typicd source predicate mnreds two oljeds, and when transferred will also conred two
target domain oljeds. Each argument of the predicae must be validated before the
transferred knowledge is added to the target domain. In the previous analogy between the
cabonchain and a dying snake, the predicate “die (Carbon, Hydrogen)” may be avail able for
transfer. The validation mechanism must ensure that the “die” predicate is not anomalous in
the target domain, by first examining the simil arity between carbon and snake, and then the
simil arity between hydrogen and desert-floor. A failure to validate any part of the transferred

knowledge causes a failure of the validation medianism, and a rgjedion d the inter-domain

mapping.



If nofeaures are available in the target domain the transfer is assumed to be valid. Of course,
red reasoning integrates many different forms of knowledge such as prototypes and rules, bu
herein we only use prototype feaures for validation. This vali dation mecdhanism is just one of
anumber of levels of validation which are necessary within any such model, bu is one which
can be implemented with relative eae and efficiency. It has the added computational
advantage that is reuses the knowledge which has been retrieved from long term memory by
the previous mapping stage, reducing the computational expense of validation.

4. Conclusion

We eamine scientific aedivity as the seach for nove interpretative analogies, which
acourt for information lying outside the aurrent interpretation. The necesgty for a memory
based approach to modelling analogicd reasoning is assesed, and we analysed the
requirements placel on analogy by the memory comporent. We eamine a memory
embedded model of analogy encompassng the phases of retrieval, mapping, transfer and
validation. The paotential of this, or any other model, to generate a cedive output is asessed,
and the requirements placead by it on the underlying analogy mechanism are asessed. Inded,
computers may be more suited to credivity than humans because an unbased analogy seach
is more pradicable for computers, overcoming the human pregjudice favouring existing

Interpretations.
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