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ABSTRACT: The British-Irish Isles (BI) lie beneath the North Atlantic storm track year-round and thus are impacted by
the passage of extra-tropical cyclones. Given recent extreme storminess and projections of enhanced winter cyclone activity
for this region, there is much interest in assessing the extent to which the cyclone climate of the region may be changing. We
address this by assessing a 142-year (1871–2012) record of cyclone frequency, intensity and ‘storminess’ derived from the 20th
Century Reanalysis V2 (20CR) dataset. We also use this long-term record to examine associations between cyclone activity
and regional hydroclimate. Our results confirm the importance of cyclone frequency in driving seasonal precipitation totals
which we find to be greatest during summer months. Cyclone frequency and storminess are characterized by pronounced
interannual and multi-decadal variability which are strongly coupled to atmospheric blocking in the Euro-Atlantic region,
but we detect no evidence of an increasing trend. We observe an upward trend in cyclone intensity for the BI region, which is
strongest in winter and consistent with model projections, but promote caution interpreting this given the changing data quality
in the 20CR over time. Nonetheless, we assert that long-term reconstruction is helpful for contextualizing recent storminess
and for identifying emerging changes in regional hydroclimate linked to cyclones.
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1. Introduction

Extra-tropical cyclones are of tremendous physical and
societal importance due to their role in redistributing
heat, moisture and momentum between latitudes and
the extreme surface weather events associated with their
passing. The climatological significance of cyclones (or
‘storms’) is particularly apparent for the British-Irish Isles
(BI) as the North Atlantic storm track crosses these densely
populated islands year-round (Woollings, 2010). Produc-
ing long-term cyclone climatologies for this region has,
therefore, attracted attention from the research commu-
nity (e.g. Sweeney, 2000; Hanna et al., 2008; Allan et al.,
2009; Hickey, 2003, 2011; Cornes and Jones, 2011), not
least because this area of the North Atlantic is projected
to experience enhanced winter cyclone activity as the cli-
mate warms (Woollings et al., 2012; Collins et al., 2013;
Feser et al., 2014 and references therein). Long-series of
observed cyclonicity provide a means to contextualize
apparently ‘extreme’ seasonal storminess (e.g. Blackburn
et al., 2008; Dong et al., 2013a; Matthews et al., 2014) as
well as to benchmark emerging trends.

Some long-term cyclone climatologies for Europe
and/or the BI have used extreme wind speeds as a proxy
for storminess, derived from direct surface observations
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(e.g. Sweeney, 2000; Hickey, 2003, 2011) or geostrophic
principles applied to air pressure records (Alexandersson
et al., 1998, 2000; Matulla et al., 2008; Wang et al.,
2009; Cornes and Jones, 2011). Others have scrutinized
high-frequency air pressure variability (Hanna et al.,
2008; Allan et al., 2009), or have used tide gauge data
(Woodworth and Blackman, 2002; Vilibic and Sepic,
2010; Esteves et al., 2011) to assess historic storminess.
Thus, existing work has relied largely upon in situ mea-
surements from long-running weather/oceanographic
stations to serve as a proxy for cyclone frequency and
intensity. Feature identification/tracking algorithms which
detect cyclones from gridded pressure fields offer scope
for identifying and characterizing cyclones explicitly.
Such techniques have yielded cyclone climatologies of the
North Atlantic and beyond (Simmonds and Keay, 2000;
Wang et al., 2006; Raible et al., 2008), but have rarely
been used to gain insight into the cyclone climatology of
the BI in particular. Historically, this is explained by the
brevity of reanalysis products (∼50 years) compared with
station data.

However, the advent of the 20th Century Reanalysis
V2 dataset (hereafter 20CR: Compo et al., 2011) permits
storm reconstruction back to the 1870s. For example,
Wang et al. (2013) used the 20CR to identify cyclones over
the extra-tropics in both hemispheres, whilst Jones et al.
(2013) used this dataset to produce an objective catalogue
of Lamb weather types (LWTs) for the BI. In addition,
Wang et al. (2014) presented a ‘Cyclone Activity Index’
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(defined in Section 4), and a time series of extreme wind
speeds for the North Sea region. Despite the potential that
20CR offers for providing insights into long-term cyclone
characteristics (Cornes, 2014), it has not yet been used to
construct a cyclone climatology for the BI. We address
this gap and seek to complement and extend long-running
storminess metrics provided by station-based methods.

2. Aims and objectives

Our main aim is to derive a long-term cyclone record for
the BI based on 20CR. Our objectives are to (1) estab-
lish the seasonal climatology of cyclones over the region,
including their influence on precipitation totals; and (2)
explore interannual variations in cyclone activity for the
study area linked to large-scale atmospheric circulation.

We pursue objective 1 because despite the recognized
role of cyclones as an important feature of the BI climate,
and of precipitation and flood frequency in particular
(Allan et al., 2009; Pattison and Lane, 2012; Wilby and
Quinn, 2013), relatively little attention has been directed
towards their seasonal characteristics, or influence on sur-
face climate. In constructing the longest direct record of BI
cyclonicity to-date, our study is well placed to make a con-
tribution in this regard. Objective 2 is addressed because
changes in cyclone activity over the region and their drivers
are of the utmost societal concern. Our study allows emer-
gent cyclone properties to be viewed in the context of a
142-year period, facilitating assessment of low-frequency
variations in cyclone activity and the role of wider-scale
atmospheric processes in driving cyclone activity.

The following sections provide details of the data
(Section 3) and methods (Section 4) used in our study,
before proceeding to the results in Section 5. There we
outline the role of cyclones within the regional hydrocli-
mate (Section 5.1) and interpret the temporal variability in
cyclone activity, including coupling to larger scale atmo-
spheric processes (Section 5.2). These results are then dis-
cussed in Section 6 and conclusions are drawn in Section 7.

3. Data

3.1. The 20th Century Reanalysis V2

The 20CR project is described in detail by Compo et al.
(2011). Briefly, the product provides a comprehensive
tropospheric reanalysis spanning the period 1871–2012 at
2∘ × 2∘ spatial resolution, based on a 56-member ensem-
ble using only observations of surface air pressure, sea
surface temperatures and sea ice extent. Uncertainty in
the reanalysis is quantified by the spread among ensem-
ble members. Here, 20CR data were extracted for each
ensemble member at 6-h resolution (1871–2012: provided
by National Oceanic and Atmospheric Administration
(NOAA)/Oceanic and Atmospheric Research (OAR)/
Earth System Research Laboratory (ESRL) Physical
Sciences Division (PSD) available at http://www.esrl.
noaa.gov/psd/) for the BI domain (50∘–60∘N, 16∘W–6∘E)
used by Matthews et al. (2014).

Whilst the accuracy of 20CR is described as equivalent to
contemporary 3-day numerical weather predictions, qual-
ity in the earlier part of the record has been questioned
in assessments of storminess, particularly for data-sparse
periods and regions (Wang et al., 2013; Krueger et al.,
2014). In particular, variations in the number of observa-
tions assimilated into the 20CR through time challenges
the identification of trends in storm activity (Section 4.2),
as detected changes may be a spurious consequence of
changing data quality (Wang et al., 2013). However, pre-
vious research suggests that the 20CR is most likely of
good quality and homogeneous throughout the BI region
(Matthews et al., 2014; Wang et al., 2014). Figure 1 shows
that data quality over the BI and Western Europe is less
uncertain and quality degrades relatively little earlier in
the record, compared with the mid/high-latitude Northern
Hemisphere as a whole. Thus, our domain is amongst the
most stable regions and, therefore, amenable to producing
a robust, long-term cyclone climatology from the 20CR.

3.2. LWTs and precipitation

To corroborate our 20CR cyclone climatology, we com-
pared cyclone counts with the number of pure and hybrid
cyclonic LWTs classified objectively by Jones et al.
(2013) centred on the BI using the 20CR for the period
1871–1947, and the National Centers for Environmental
Prediction/National Centre for Atmospheric Research
Reanalysis (NCEP/NCAR: Kalnay et al., 1996) for the
period 1948–present. The cyclonic LWTs are a useful
comparison for our counts because the former have a long
legacy in regional climatology (Lamb, 1972) and the Jones
et al. (2013) version of the catalogue employed here has
already demonstrated wider utility in hydrological assess-
ment for the BI back to the 19th Century (e.g. Wilby and
Quinn, 2013). We refer to pure and hybrid cyclonic LWTs
following the terminology of Lamb (1972), whereby
hybrids are those which are a mix of pure synoptic (in
this case cyclonic) and directional circulations (e.g. north-
west). Objective rules for determining the LWTs are
based on geostrophic flow strength/direction and relative
vorticity; a description of this scheme can be found in
Jones et al. (1993, 2013).

In exploring seasonal cyclone climatologies, we assessed
the correlation between cyclone metrics and rainfall totals
in the gridded CRU TS3.21 dataset (Harris et al., 2014)
which covers the period 1901–2012 at 0.5∘ × 0.5∘ spatial
resolution. We also use the long-running England and
Wales Precipitation (EWP) record (Alexander and Jones,
2001) to assess any association between years of extreme
cyclone activity and precipitation.

To determine links between large-scale atmospheric
processes and interannual variability in cyclonicity, we
used three indices to describe atmospheric flow in the
North Atlantic region: the North Atlantic Oscillation Index
(NAOI: Hurrell, 1995), Greenland Blocking Index (GBI:
Fang, 2004) and the Blocking Index of Tibaldi and Molteni
(1990), extended to two dimensions (Scherrer et al., 2006),
and hereafter referred to as BITM. This index identifies
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Figure 1. (a and b) Decadal mean standard deviation of daily mean sea-level pressure amongst the 56 20CR ensemble members for the respective
decades. To produce these fields, the standard deviation of the daily mean sea-level pressure was calculated across the 56 ensemble members at each
grid cell. Time averages for these fields were then calculated for each grid cell and respective decade. (c)Data in the middle panel as a fraction of

that plotted in (a). The larger the fraction, the less uncertainty has changed with time implying greater homogeneity in those regions.

blocks by a meridional reversal of the normal poleward
geopotential height gradient at the 500 hPa level. The
GBI and BITM were thus calculated using the height
field of the 500 hPa surface extracted from the 20CR
at monthly and daily resolution, respectively. Two ver-
sions of the NAOI were used: a principal component (PC)
series, derived from the monthly mean 20CR sea-level
pressure fields, and the station-based index (data pro-
vided by the Climate Analysis Section, NCAR available
at: https://climatedataguide.ucar.edu/climate-data/hurrell-
north-atlantic-oscillation-nao-index-station-based).

4. Methods

4.1. Cyclone identification and metrics

Following Matthews et al. (2014), cyclones were iden-
tified using an objective algorithm: an implementation
of the Serreze and Barrett (2008) scheme for a regular
latitude/longitude grid. The technique classifies cyclones
based on the local Laplacian of sea-level pressure. As in
Matthews et al. (2014), we apply a threshold criterion that
a sea-level pressure gradient of at least 1 hPa 250 km−1

must be present between a low centre and surrounding cells
to qualify as a cyclone.

The algorithm was applied by scanning each 6-h grid
from the 56 ensemble members separately. When a cyclone
is identified, the location (lat/lon) of the cyclone centre
and local Laplacian (intensity: L) are stored. Three cyclone
metrics for the BI domain were tallied at seasonal reso-
lution: cyclone counts (Ci,j), which are simply the num-
ber of cyclone centres observed in all grids during year i
and season j (note that this measure is equivalent to the
‘cyclone centre count’ as defined in Neu et al., 2013);
mean cyclone intensity (Li, j)z calculated as the arithmetic
mean of the local Laplacians for the Ci,j cyclones; and the
Cyclone Activity Index (CAI: Wang et al., 2006), given

by CAIi,j =Ci,j Li, j. The CAI thus weights total counts by
mean cyclone intensity. Note that the Laplacian is equiva-
lent to the geostrophic relative vorticity around the cyclone
centre and is, therefore, an indicator of low-level con-
vergence. We follow the terminology of Matthews et al.
(2014) and refer to the CAI as ‘storminess’ hereafter. Met-
rics were calculated for each of the 56 ensemble mem-
bers and then averaged to produce an ensemble-mean
series. Seasons were defined as successive 3-month blocks
with winter as December (from previous calendar year) to
February.

4.2. Interannual variability in cyclonicity

To assess interannual variability in BI cyclonicity, we
calculated trends in cyclone metrics over the 142-year
(1871–2012) period and examined periods of enhanced
storminess cyclone activity in detail. Trends were defined
using the non-parametric Theil–Sen slope estimation
method (Theil, 1950; Sen, 1968). This metric gives a
robust estimate of linear trend in the presence of outliers
by using the median slope from an ensemble of trends
calculated between every pair of x–y data coordinates.
Trend significance (two-tailed) was assessed using the
non-parametric Mann–Kendall test (Mann, 1945; Kendall,
1975). Although we report significance for all statistical
tests at the 5% level, these values should be interpreted
with caution. There is growing recognition that statistical
significance is challenging to establish due to the difficulty
of defining a valid null hypothesis in poorly understood
physical systems (see Cohn and Lins, 2005), as well as
dependency of trend significance on choice of start and
end dates (e.g. Murphy et al., 2013).

We also recommend that trends should be viewed crit-
ically. Although reanalysis projects employ a physically
consistent and temporally fixed framework for assimilat-
ing data, the spatial density of climate observations is not
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Figure 2. Relationship between 20CR cyclone counts and total pure (left) and hybrid (right) cyclonic LWTs. Seasonal correlation coefficients
(multiplied by 100) between series are also shown. Solid black lines denote the 1:1 relationship. ‘Cyclone days’ is defined as the number of cyclones

identified in the 6-h grids, divided by four (to be consistent with the once-daily LWT classification).

constant though time, which means that archives cannot
be considered homogeneous (Chang and Fu, 2002; Smits
et al., 2005; Hanna et al., 2008). This problem is apparent
for reanalysis datasets in general, and can result in spurious
variability and trends (Dee et al., 2014). Whilst attempts
have been made to correct for inhomogeneities in the 20CR
itself (Wang et al., 2013), these corrections are not without
a degree of subjectivity, as statistically identified change
points used to correct data may reflect legitimate climatic
variations. Faced with these complexities, we, therefore,
select the simplest and most transparent solution of report-
ing trends based on raw 20CR data and use the significance
as a relative indicator of trend strength. The trend analy-
sis is thus included for completeness and comparison with
previous studies. Note that the 20CR has been used in the
same unadjusted format for the relatively high-quality data
of the BI region by Donat et al. (2011), Brönnimann et al.,
(2012) and Jones et al. (2013), with the latter two studies
also conducting trend analyses on these unadjusted data.

Individual seasons and spells of enhanced cyclone activ-
ity were identified by ranking years and decades accord-
ing to each cyclone metric. Years characterized as extreme
were used to explore the role of wider scale atmospheric
processes in driving enhanced cyclone frequency and
intensity. This was achieved by compositing standardized
500 hPa height anomalies for those seasons in the top 5%
when ranked by the respective cyclone metric (cyclone fre-
quency or intensity). The 500 hPa surface was chosen for
analysis as this provides information about atmospheric
flow in the mid- and upper-troposphere, permitting insight
into the dynamical process generating and steering storms
over the North Atlantic.

Linear associations between BI cyclone frequency and
intensity with wider scale circulation were explored by cal-
culating Pearson product–moment correlation coefficients
between these variables and the NAOI, GBI and BITM.
The NAOI was calculated as the monthly time series of the
leading empirical orthogonal function of sea-level pressure
over the region 20∘–80∘N, 40∘–90∘W (e.g. Blessing et al.,

2005; Hanna et al., 2014), whilst the GBI was computed as
the geopotential monthly height anomaly for the 500 hPa
surface over the region 60∘–80∘N, 20∘–80∘W (Fang,
2004; Hanna et al., 2013). BITM was calculated for the
Atlantic sector (34∘–76∘N, 84∘W–44∘E) following the
method outlined in Scherrer et al. (2006). Unless other-
wise stated, all correlations cited below are regarded sig-
nificant when p≤ 0.05.

5. Results

5.1. Cyclone metrics, LWTs and rainfall

Correlations between our (20CR) cyclone counts and total
pure and hybrid cyclonic LWTs (Figure 2) are all statisti-
cally significant. Correlation strength is generally greater
between 20CR and hybrid cyclonic weather types and
in winter. 20CR total cyclone counts are higher (lower)
than the number of pure (hybrid) cyclonic LWTs, con-
sistent with the findings of Matthews et al. (2014) for
their winter-only assessment. The overestimation com-
pared to counts of pure cyclonic LWTs may be because
we sample the pressure field more frequently (6-h here
vs 24-h in the LWT analysis), meaning that short-lived
lows are more likely to be detected. The fact that the num-
ber of hybrid cyclonic LWTs exceeds our cyclone counts
could be due to the more stringent definition of a cyclone
employed here, which includes an intensity threshold. This
may also explain why correlation between LWT counts
and our cyclone metrics are weaker outside of winter.
Mean cyclone intensity is lower in warmer months and, in
the presence of weaker lows, there is evidently a greater
chance of disagreement in the detection of a cyclone
according to these classification schemes (see below for
details of the seasonal cycle in cyclone intensity).

Correlation surfaces for interannual seasonal rainfall
variability and cyclone metrics are shown in Figure 3.
Correlations between our metrics and rainfall are signif-
icant not just for the BI, but for large parts of northwest

© 2015 Royal Meteorological Society Int. J. Climatol. 36: 1299–1312 (2016)



BRITISH-IRISH ISLES CYCLONE CLIMATOLOGY 1303

Figure 3. Correlation between gridded CRU TS3.21 precipitation and
seasonal cyclone metrics. White areas over land denote where corre-
lations are insignificant (p> 0.05). Upper and lower correlation coeffi-
cients (r) given in each panel are the mean correlations for the whole
domain (36.25∘–69.75∘N, 11.75∘W–19.75∘E) and BI only, respectively.

Europe. Maps of counts and storminess appear similar
because interannual variations in storminess are mainly
driven by cyclone counts. This metric has a higher standard
deviation than intensity when expressed as a percentage of
the mean (Cv of 18.7 vs 6.0%: see Table 1 and Section 5.3)
and storminess is calculated with a multiplicative formula
(Section 4.1). For conciseness, we focus on the correlation
for cyclone counts.

In winter, an area of significant positive correlations
with cyclone frequency extends over much of northwest
Europe, with the exception of western Scandinavia which
registers significant negative correlations. In summer,
the area exhibiting significant correlations between the
cyclone metrics and precipitation contracts and the

strength of the correlations throughout northern Europe is
also generally lower, particularly for western Scandinavia.
However, average correlation strength is greatest across
the BI during summer and there is a weak spatial gradient
in correlation across the domain. This is unlike winter
where there is a noteworthy decrease in the strength of
the correlation between cyclone count and precipitation
with increasing latitude, becoming non-significant for
northwest Scotland. In this region, cyclone intensity is
significantly correlated with precipitation.

The seasonal regime of cyclone metrics is illustrated
in Figure 4. Mean cyclone intensity progresses from a
maximum during winter to minimum in summer. The
seasonal change in counts is more complex. The proba-
bility of cyclone presence over the BI is greatest in late
summer (August), with secondary peaks in late spring
(May) and late autumn (November). Minimum cyclone
frequency occurs in winter. Further insight into this aspect
of cyclonicity of the region is provided by Figure 5,
where counts are aggregated into 3-month seasons for
consecutive 30-year periods (except the abridged period
1991–2012). The summer peak in cyclone frequency
is evident again, but interestingly the seasonal maxima
is absent from 1961 to 1990. According to Figure 4, the
stormiest period for the BI generally occurs in late autumn,
as the secondary peak in cyclone frequency combines with
the symmetrical cycle in intensity which ascends from the
summer minima.

5.2. Interannual variability in BI cyclonicity

Annual and seasonal series of cyclone metrics are shown
in Figure 6; coefficients of variation and linear trends
are presented in Table 1. Cyclone counts exhibit great-
est year-to-year variability. Seasonally, both cyclone fre-
quency and intensity are most variable in winter, with
the standard deviation exceeding 40% of the mean for
the former. Regarding trends, counts in all seasons have
decreased over the period analysed, but the decline is
weak and non-statistically significant. Stronger trends are
observed for mean cyclone intensity which has increased
in all seasons, with the strongest and weakest trends in win-
ter and summer, respectively. The counteracting effects of
decreasing cyclone counts with increased mean intensity
result in no net change in storminess throughout the period
of study: trends for this metric are increasing for all sea-
sons except spring, but all are very weak and statistically
insignificant.

The top 7 years (corresponding to ∼5% of the record)
by cyclone frequency, intensity and storminess are shown
in Table 2, while inter-decadal variation in cyclonicity
is ranked and illustrated in Figure 7. The stormiest year
was 1872 due to high cyclone frequency in winter and
autumn. More recently, the years 2000 and 2009 feature
as extreme and summer 2012 also registers as exceptional.
This extreme seasonal storminess joins the winter of
2013/2014, which Matthews et al. (2014) determined as
unprecedented since 1871/1872 by updating the winter
20CR BI cyclone series to 2013/2014 using the NCEP
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Table 1. Changes in cyclone metrics time series.

Count (C) Intensity (L) Storminess (CAI)

𝛽 Cv 𝛽 Cv 𝛽 Cv

DJF −0.25 (26.8) 41.7 1.23 (100.0) 13.1 0.67 (55.4) 40.8
MAM −0.86 (74.7) 33.2 0.67 (99.4) 10.5 −0.19 (22.8) 36.5
JJA −0.41 (42.4) 33.1 0.42 (92.6) 10.3 0.07 (18.4) 36.5
SON −0.36 (38.0) 36.6 0.83 (99.9) 11.1 0.35 (34.0) 38.2
Full year −0.51 (79.8) 18.7 0.75 (100.0) 6.0 0.27 (47.4) 18.9

Trends (𝛽) are given as change per decade in % of the mean over the whole period. Trend significance (in brackets as a percentage) for the
corresponding Mann–Kendall statistic (not shown). Coefficients of variation (Cv: mean/standard deviation) are expressed as a percentage.

Figure 4. Seasonal variations in cyclone metrics for the BI. All 56
ensemble members’ 6-h time series of cyclone counts and intensity were
convolved with a 31-day window (with weights equal to the reciprocal
of window length). This converts counts to a probability of at least one
cyclone being present in the BI domain for the respective time of the
year. Storminess was calculated from these smoothed series, expressed
as units of probability-weighted intensity; cyclone intensity is in units
of Laplacians of sea-level pressure. Smoothed series were averaged over
all ensemble members and 142 years (i.e. 1871–2012) to generate the
seasonal profiles. Shaded areas denote ±one standard error of the mean;

tick marks indicate the beginning of a month.

reanalysis. The stormiest decade was the 1910s, mainly
due to frequent cyclones in winter and spring. The sec-
ond and third stormiest decades were the 1920s and
1980s, respectively, with the 1920s peak driven by frequent
cyclones in spring, summer and autumn, which were also
intense in the latter two seasons. The storminess of the
1980s is due to very high cyclone intensity: this decade
experienced the most intense cyclones in every season
except winter, where it ranked second according to this
metric. The quietest decade for storminess was the 1970s
on account of the relatively low number of cyclones in
spring and summer. The decades of lowest cyclone inten-
sity are mainly found in the earlier part of the record in
all seasons, with the 1870s, 1880s and 1890s ranked 14th,
13th and 12th, respectively. This is consistent with the
strongly increasing trends found for this metric (Table 1).

5.3. BI cyclonicity and atmospheric circulation

To explore how the frequency and intensity of cyclones
relate to larger scale atmospheric circulation, we used

Figure 5. Mean cyclone counts by season. Bars denote ±one standard
error in the ensemble mean for 30-year blocks (except 1991–2012).

the years listed in Table 2 to produce composite plots
of anomalies at the 500 hPa level (Figure 8). The most
coherent anomalies are observed for winter when high
cyclone frequency is associated with a low height anomaly
over a broad region of the northeast Atlantic, approx-
imately centred over the BI. The downstream anomaly
is reminiscent of a Rossby wave train with alternating
high/low height anomalies, whilst upstream there is a sug-
gestion of higher geopotential heights in the vicinity of
Greenland. A clear geopotential height anomaly signal
also emerges in winter when cyclone intensity is consid-
ered. Seasons with more intense cyclones are characterized
by a height field with positive (negative) anomalies in the
low (high) latitudes of the North Atlantic. Outside of win-
ter, coherence in the anomaly field for years of extreme
cyclonicity is less evident for both cyclone counts and
intensity. In all seasons, more frequent cyclones act to
lower geopotential heights in the vicinity of the BI.

To investigate further the link between cyclonicity and
larger scale atmospheric circulation, we also determined
associations between cyclone metrics and indices of
atmospheric circulation in the North Atlantic region.
As the BITM is a two-dimensional index, we explore
associations between blocking frequency at each grid
point and cyclone frequency/intensity (Figure 9). For
all seasons, an increase in cyclone frequency for the
BI is associated with a decrease in blocking over the

© 2015 Royal Meteorological Society Int. J. Climatol. 36: 1299–1312 (2016)
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Figure 6. Annual cyclone metrics by season and full year. Solid lines show the ensemble mean and shaded regions span the range of the 56 ensemble
members. Dotted lines are the 11-year moving average. Units of count are simply the number of centres detected in the 6-h grids, whilst intensity

and storminess have units of Laplacians of mean sea-level pressure.

region and an increase in blocking at higher latitudes
over the Atlantic. In winter, the area of significant pos-
itive correlations between high-latitude blocking and BI
cyclone frequency is relatively extensive, with significant
correlations found to the west and east of Greenland. In
other seasons, positive correlations only persist to the
east. In spring, summer and autumn, cyclone intensity
generally exhibits weaker correlations (than frequency)
with blocking. During the winter months, cyclones over
the BI tend to be more intense when blocking is increased
(decreased) to the south (north) of the islands.

Correlations between the cyclone metrics and the
NAOI and GBI are provided in Table 3. For comparison,
and on the basis of Figure 9, we also report correla-
tions between blocking frequency for the BI domain
(50∘–60∘N, 16∘W–6∘E; hereafter ‘BIBF’ – BI Block-
ing Frequency) and cyclone frequency/intensity. BIBF
is defined as the daily probability of at least one grid
cell being blocked within the BI domain. The strongest
correlations for cyclone counts are observed for BIBF,
but significant correlations are similarly apparent between
frequency and both the NAOI and GBI. These indices
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Table 2. Top seven ranked years (i.e. ∼5% of the dataset) for each cyclone metric by season.

Rank 1 2 3 4 5 6 7

Counts
DJF 1915 1936 1960 1919 1951 1872 1977
MAM 1983 1981 1920 1909 1979 1888 1882
JJA 1927 1879 2012 1888 1912 1917 1882
SON 2000 1872 1935 1976 1960 1896 1974
Full year 1872 1927 1882 1916 1951 2000 1930

Intensity
DJF 2012 1989 1990 1995 1993 1952 2000
MAM 1943 1982 2011 2007 2002 1963 1919
JJA 1986 1923 1948 1949 1956 1959 1962
SON 1986 1996 1991 1989 1954 1950 1945
Full year 1989 1986 1974 1984 1959 1990 2002

Storminess
DJF 1915 1984 1936 1960 1910 1919 1900
MAM 1983 1981 1920 1908 1919 1922 1909
JJA 2012 1879 1927 1888 1986 1917 1956
SON 2000 1935 1872 1976 1916 1974 1896
Full year 1872 1927 1916 1930 1951 2000 2009

DJF, December–February; JJA, June–August; MAM, March–May; SON, September–November.
Note that Matthews et al. (2014) found that winter of 2013/2014 was the stormiest since 1871/1872, based on NCEP reanalysis for years outside the
1871/1872–2012 period of 20CR.

are also significantly correlated with average cyclone
intensity. The results indicate that periods of positive
(negative) NAO (GBI) conditions are associated with
fewer, but more intense cyclones over the BI. This rela-
tionship breaks down somewhat in summer (no significant
correlation with cyclone intensity) and autumn (no
significant correlation with cyclone frequency), but is
otherwise persistent. This is characteristic of the fact
that, with the exception of the association between BIBF
and counts, correlations between cyclone metrics and
circulation indices are generally strongest in the winter.

6. Discussion

6.1. BI cyclonicity and regional hydroclimate

The 142-year record yields new insights into the cyclone
climate of the BI. Strong and statistically significant
correlations between seasonal precipitation and cyclone
frequency confirm the regional hydroclimatic importance
of cyclones. The stormiest periods have also been recog-
nized as extreme in other hydroclimatic indicators: e.g.
the top-ranking winter (1915) and autumn (2000) are
the wettest in the long-running EWP series for the over-
lapping period (1871/1872–2012), whilst the stormiest
spring (1983) and summer (2012) also rank highly (fourth
and third, respectively). Extensive seasonal flooding has
additionally been documented during periods recognized
as extremely stormy: e.g. autumn 2000 (Marsh and Dale,
2002; Jones et al., 2006), and summer 2012 (Dong et al.,
2013a; Parry et al., 2013). Moreover, the stormiest year
(1872) is wettest in the EWP series and has been noted
as a particularly flood-rich period (Jones et al., 2006;
Wilby and Quinn, 2013). The most subdued decade in
terms of storminess (the 1970s) was a period of excep-
tional drought in the BI (Jones et al., 2006; Marsh et al.,

2007; Rodda and Marsh, 2011; Murphy et al., 2013).
Correspondence with independent hydroclimatic indica-
tors highlights the importance of cyclones for the regional
hydroclimate, and simultaneously corroborates the 20CR
cyclone reconstruction.

Correlation between precipitation and cyclone counts
was highest during summer. This differs from Lavers et al.
(2013), who found that the relationship between mean
sea-level pressure (MSLP) and precipitation across north-
west Europe (including the BI) was weaker in summer
than in winter. One explanation for this discrepancy is that
the storm track is known to be more spatially restricted in
summer than winter over the northeast Atlantic (Mesquita
et al., 2008). Thus, where cyclone frequency is an impor-
tant driver of precipitation totals, it is reasonable to expect
that regions of significant correlations between rainfall
totals and MSLP (which bare the imprint of depression
passage) should be similarly constrained. The different
period (1957–2002) and spatial resolution (2.5∘ × 2.5∘) of
the reanalysis dataset used by Lavers et al. (2013) could be
another factor. In highlighting the importance of cyclones
in driving high precipitation amounts over the BI through-
out the year, our results agree with Murphy and Washing-
ton (2001), who, in all seasons, observed a cyclonic pattern
in the correlation field centred on the BI when assessing
the association between MSLP and the leading empirical
orthogonal function of BI rainfall.

Correlations between summer precipitation and sum-
mer cyclone counts are more spatially consistent over
BI relative to other seasons. During winter, correlations
between cyclone counts/storminess, and precipitation are
insignificant for the northwest of our domain where we
observed stronger correlations between cyclone intensity
and precipitation. Periods of enhanced cyclone intensity
for the BI have been associated with positive phases of
the NAO (Allan et al., 2009, and see Section 6.2). This
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Figure 7. Decadal mean cyclone statistics by season expressed as a z-score averaged over all 56 20CR ensemble members. Error bars indicate ±one
standard deviation of the 56 decadal means. Numbers above/below the bars give the rank of the decade for the respective metric and season.

correspondence is strongly hinted at in Figure 3 as the
correlation between BI cyclone intensity and precipitation
mirrors the association between the NAOI and European
winter precipitation (Wilby et al., 1997; Trigo et al.,
2002), reflecting the more northerly (southerly) position
of the storm track during NAO positive (negative) con-
ditions. When cyclones take a more northerly route over
the northeast Atlantic, they will not be counted in our BI
domain but may still enhance seasonal precipitation in the
northwest BI through the passage of trailing fronts. During
positive NAO conditions, the stronger westerly flow is also
understood to increase orographic rainfall for the British
uplands (Burt and Howden, 2013). These mechanisms
explain the lack of correlation between cyclone counts
and precipitation in the northwest in winter: precipitation
can be enhanced in the northwest BI by the passage
of ‘local’ cyclones (which will register in our counts)
through low-level convergence and frontal lifting, but also
by ‘remote’ cyclones north of our domain, as both trailing

fronts and enhanced orographic uplift associated with a
more northerly storm track are important rainfall generat-
ing mechanisms. We suggest that in winter the latter are
more important, due to the stronger westerly flow, but that
in summer the former emerges as dominant when the west-
erly flow weakens (cf. Wilby et al., 2002). This would also
account for the more spatially homogenous summer cor-
relation field in Figure 3. Regardless of the physical pro-
cesses driving correlations, cyclone frequency has already
been linked to spatially extensive flooding episodes (Wilby
and Quinn, 2013) due to high rainfall amounts across the
BI associated with cyclone passage (Burt et al., 2014). We
emphasize that these conclusions are perhaps most appro-
priate for summer based on the evidence presented here.

6.2. Atmospheric circulation and temporal variability in
BI cyclonicity

Days with cyclonic circulation over the BI are most
frequent in summer. This finding is consistent with
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Figure 8. Composite standardized anomalies (z-scores) in the 500 hPa
geopotential height field for the years of exceptional cyclone frequency
(left) and intensity (right) (see Table 2). Grid cells with absolute z-scores

less than 1 are white.

Mesquita et al. (2008) who showed that the northeast
North Atlantic is among the few regions in the Northern
Hemisphere to experience a summer cyclone maximum.
The assessment of cyclonicity (Section 5.4) provides some
insight to physical processes driving the seasonal cycle in
cyclone frequency. Cyclone counts were found to correlate
most strongly with the BIBF, such that increased regional
blocking translates into fewer cyclonic circulation days.
This fits with the summer-only investigation of Dong et al.
(2013b) and agrees with the negative correlation between
cyclonic and anticyclonic LWTs noted by Burt et al.
(2014). Figure 10 (left) demonstrates that this relationship
generally holds when the seasonal climatological cycle is
assessed: the blocking minimum in summer, characteristic
of conditions across the north-eastern margin of Europe
(Figure 10, right), coincides with the summer cyclone
maxima. The relationship between interannual blocking
and cyclone frequency is further highlighted by anoma-
lous conditions during the 1961–1990 climate normal
period (cf. Section 6.1 and Figure 5), during which the
summer cyclone maximum was not observed. This was
also a 30-year period characterized by frequent summer

Figure 9. Correlation between blocking frequency (BITM) at each grid
point and cyclone frequency (left) and intensity (right) over the BI.
Regions where the correlation is significantly different from zero at

p< 0.05 (according to a two-tailed t-test) are shaded.

blocking (Table 4). It is interesting to note that a 30-year
period (1961–1990) widely used to define climate nor-
mals was actually highly unusual from the perspective of
summer atmospheric circulation for the BI.

To assess the role of larger scale atmospheric processes
modulating BI cyclonicity climate, we correlated cyclone
metrics with climate indices. The GBI and NAOI exhibited
correlation coefficients that were opposite in sign, which
is unsurprising given the association between Greenland
blocking and the NAO (Woollings et al., 2008). As corre-
lations were stronger for the NAOI, we focus on this index
here. Interannual variability in cyclone frequency was gen-
erally found to be negatively correlated with the NAOI in
most seasons, the signal being strongest (highest r val-
ues) using the PC-based NAOI, and in winter. The sign of
relationship is consistent with analyses using the cyclonic
LWT (e.g. Wilby et al., 1997; Burt et al., 2014). Negative
correlation may reflect either slower moving cyclonic sys-
tems during NAO negative years (subdued westerly circu-
lation), or the passage of more cyclonic weather systems,
as both processes could contribute to a higher number of
cyclone days for our domain.

Cyclone intensity was positively correlated with the
NAOI in most seasons, with strongest associations in win-
ter, which concurs with Allan et al. (2009) and Wang
et al. (2009, 2011). The relationship between the NAO
and cold-season cyclone intensity is also consistent with
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Table 3. Correlation between BI cyclone metrics and atmospheric circulation indices.

Season Cyclone metric NAOpc NAOstation GBI BIBF

DJF Counts −0.40 −0.20 0.33 −0.53
Intensity 0.56 0.48 −0.48 0.05

MAM Counts −0.27 −0.11 0.25 −0.65
Intensity 0.26 0.19 −0.26 0.05

JJA Counts −0.33 −0.09 0.21 −0.65
Intensity 0.01 0.00 −0.08 0.02

SON Counts 0.01 0.12 0.13 −0.68
Intensity 0.29 0.23 −0.23 −0.18

BIBF denotes the blocking frequency in the BI domain (50∘ –60∘N, 16∘W–6∘E); 20CR PC and station-based NAO indices are subscripted with pc
and station, respectively. Correlations in bold are significantly different from zero at p< 0.05, according to a two-tailed t-test.

Figure 10. Left: Seasonal cycle of cyclone probability and blocking probability for the BI domain. The cyclone probability curve is taken from
Figure 4. The blocking curve is calculated via the same convolution procedure described in Figure 4 caption and represents the probability of at least
one grid cell being blocked in the BI domain. Right: Summer minus winter blocking frequency (%) across the North Atlantic region, averaged over

the full length of the 20CR.

Table 4. Relative cyclone and blocking frequency for the
BI domain in summer for 30-year normal periods (except

1991–2012).

Period Relative cyclone
frequency (%)

Relative blocking
frequency (%)

1871–1900 101.8 86.6
1901–1930 105.5 99.8
1931–1960 106.7 100.6
1961–1990 80.9 123.0
1991–2012 105.1 90.1

Here, blocking frequency is calculated according to the definition of the
BIBF with percentages derived relative to the long-term (1871–2012)
summer mean.

the intense winter storminess identified during the 1990s
(exceptionally positive NAO – see Hanna et al., 2014) in
this study (Section 5.4) and in previous investigations
(Jones et al., 1999; Allan et al., 2009; Wang et al., 2009,
2011; Cornes and Jones, 2011; Donat et al., 2011). Whilst
the NAOI exhibits statistically significant correlations with
our cyclone metrics, we note that even during winter when
these associations are strongest, the NAO only accounts

for ∼16 and 31% of the variance in cyclone frequency
and intensity, respectively. Thus, the utility of the NAO for
interpreting BI cyclonicity is perhaps limited (cf. Burning-
ham and French, 2013).

Our results suggest an increase in cyclone intensity for
all seasons over the BI that is strongest in winter. Detailed
comparison with other research is confounded by differ-
ences in the choice of metrics, domains and sampling reso-
lutions. However, increased BI cyclone intensity is broadly
supported by investigations of trends in extreme wind
speeds using the 20CR (Donat et al., 2011; Brönnimann
et al., 2012) and by Wang et al. (2013) who found increas-
ing mean Laplacian from the 20CR for the high-latitude
North Atlantic (in which our domain is mostly situated).
These results stand in contrast with studies using in situ
pressure observations to determine changes in BI cyclone
intensity (e.g. Hanna et al., 2008; Wang et al., 2009, 2011).
Although such contradictions regarding the 20CR has been
raised before (Krueger et al., 2014; Wang et al., 2014),
the cause remains unclear. Improved understanding of this
disagreement is needed as enhanced cold-season cyclone
intensity has been projected for the BI region (Collins
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et al., 2013; Zappa et al., 2013; Feser et al., 2014). Robust
long-term cyclone climatologies are required if emerging
trends are to be differentiated from natural variability.

Cyclone frequency and storminess were more closely
related to interannual variation in BI precipitation. Recent
years have seen three of the stormiest seasons on record,
with autumn (2000) and summer (2012) joining the win-
ter of 2013/2014 [see Matthews et al. (2014)] as the most
exceptional seasons since the beginning of 20CR. Despite
this clustering, we detected no evidence for an upward
trend in storminess, reflecting the signal (or lack of) in
cyclone frequency compared to the noise of interannual
variability. However, pronounced, low-frequency variabil-
ity in these metrics is evident, which underscores the utility
of the long-term cyclone climatology presented here in
contextualizing recent extremes. For example, the highly
subdued storminess observed during the 1961–1990 cli-
mate normal period has perhaps made the return to more
typical conditions in recent years seem unusual. Trends
with start dates during this quiescent period are likely to be
misleading: calculating the Mann–Kendall test statistic on
the period 1979–2012 [the period of satellite observation
that signals the start date of the ERA-Interim Reanalysis
dataset: Dee et al. (2011)], yields upward trends in summer
cyclone frequency and storminess with p-values of 0.017
and 0.044, respectively. Thus, despite the higher quality
of more recent gridded data products for objective assess-
ment of atmospheric circulation, there remains a need for
the longer term perspective afforded by products such as
the 20CR is clear.

7. Conclusions

We have constructed a 142-year cyclone climatology for
the BI using the 20CR. This product both confirms and
clarifies the importance of cyclones to the hydroclimate
of this region. Seasonal precipitation totals were found
to be strongly correlated with cyclone frequency across
large parts of the BI, but this is most apparent during the
summer, when these weather types are more frequent.
We therefore conclude that any changes in the frequency
of ‘local’ cyclones for the region would be particularly
important for seasonal precipitation totals during sum-
mer. In this context, we detected no trend in cyclone
frequency or storminess in any season, but did establish
that the 1961–1990 climate normal was extraordinary for
the rarity of summer cyclones, which is consistent with
the severe droughts reported for the same period. Such
low-frequency variability in cyclone frequency was found
to be strongly associated with atmospheric blocking – a
control which also emerged when the seasonal cycle in
this metric was assessed. Thus, we emphasize that to
better understand the processes driving variability in the
frequency of cyclones for the BI, it is necessary to inves-
tigate mechanisms that modulate atmospheric blocking in
the Euro-Atlantic sector.

Cyclone intensity was observed to be significantly
correlated (positive) with the NAOI, particularly in winter,

which is generally in agreement with the literature.
However, our detection of a strong upward trend in
cyclone intensity highlights a discrepancy between
long-term reanalysis reconstructions and assessments of
cyclone intensity based on station data. Given expecta-
tions of enhanced cyclone activity for the BI in a warmer
climate, we emphasize that resolving this matter should
be a high priority for future research.
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